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ABSTRACT

In this study, effect of boundary conditions on natural convection flow in an open cavity has been studied numerically. The computational fluid dynamics (CFD) simulations are performed to investigate the natural convection flow phenomena within the cavity. The \( k - \varepsilon \) turbulence model is chosen to capture the turbulence phenomena of the flow. A numerical case is chosen from literature to validate the method used in this study. For accurate prediction of the flow phenomenon a sufficiently large surrounding domain around the cavity is considered. The effects of boundary conditions applied in the apertures of the open cavity are observed.
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1. Introduction

Heat transfer and fluid flows driven by natural convection in open cavities have been extensively studied over the last past decades. Natural convection has wide range of practical applications such as solar chimney, solar energy collectors, the cooling of electronic components, fire research, ventilation and air-conditioning systems [1, 2]. The aim of this paper is to focus our attention on the influence of the boundary conditions applied in the apertures of the open cavity. Khanafer and Vafai [3] achieved an accurate representation of the effective boundary conditions at the aperture plane of a two-dimensional open-ended enclosure. Allocca et al. [4] used a small computational domain for the indoor space and a large extended domain including both the indoor and outdoor spaces to predict the ventilation rate for a three-storey building with single-sided natural ventilation, each room with a lower inlet opening and upper outlet opening. It was found that the predicted ventilation rate using the small domain was much lower than that of obtained using the large domain. An extended computational domain is often used for simulation of buoyancy-driven flow through an open-ended cavity [5, 6].

The flow in a square cavity is turbulent for \( Ra > 10^6 \) [7, 8, 9]. For flow in vertical cavities Gan[10] used \( Ra \approx 5.8 \times 10^7 \). In a vertical concentric cylindrical enclosure [11], turbulence flow is assumed in the range of \( 10^5 < Ra < 10^{10} \). In this paper the Rayleigh number \( 2.46 \times 10^8 \) is used, therefore the flow in the cavity is considered to be turbulent.
Markatos and Pericleous [8] were the first to introduce a turbulence model in their calculations. Allocca et al. [4] used the RNG \((k – \varepsilon)\) model to analyze buoyancy induced flow through a single-sided window. Using various versions of the \((k – \varepsilon)\) turbulence model Henkes et al. [12] performed two-dimensional calculations. The \((k – \omega)\) based shear stress transport (SST) turbulence model was used by Bangalee et al. [13] to predict the buoyancy driven flow phenomena. In the present study the turbulence model \((k – \varepsilon)\) is used to simulate turbulent conditions of the natural convection flow within the actual cavity. For brevity, the actual cavity will be referred simply to as “the cavity” through the rest of the discussion.

The computational fluid dynamics (CFD) simulations are performed numerically to solve the natural convection flow problem accurately. The present numerical method is validated through a satisfactory with the numerical case [9] which is selected from literature. The influence of the boundary conditions applied in the apertures of the cavity on natural convection flow is discussed in section V.

2. Description of the Model

The open cavity, which is chosen in this study, is shown in Fig. 1(a). Here length \((L)\) is 0.5 m, width \((W)\) is 0.5 m and height \((H)\) is 1.0 m. The left wall is kept at high temperature \((T_H)\), 45°C while, the right wall is kept at low temperature \((T_C)\), 25°C. For an accurate prediction a sufficiently large surrounding domain (Fig. 1b) around the considered cavity is used which is taken at a distance 1 m from every wall of the cavity.

3. Governing Equations and Boundary Conditions

The computation of the natural convection flow in an open cavity is performed assuming that the flow is steady, incompressible, three-dimensional and turbulent. The governing equations for this flow problem can be written as:
Continuity:
\[ \frac{\partial}{\partial x_j} (u_j) = 0; \ j = 1, 2, 3 \]

Momentum:
\[ \rho u_j \frac{\partial}{\partial x_j} (u_j) = -\frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ (u + \mu_T) \frac{\partial u}{\partial x_j} \right] + \rho g_j (T - T_{ref}); \ i = 1, 2, 3 \ & \ j = 1, 2, 3 \]

Where, \( g_1 = g_3 = 0 \).

Energy:
\[ u \frac{\partial}{\partial x_j} (T) = \frac{\partial}{\partial x_j} \left[ \left( \frac{\nu}{\text{Pr}} + \frac{\nu_T}{\text{Pr}_T} \right) \frac{\partial T}{\partial x_j} \right]; \ j = 1, 2, 3 \]

K-epsilon \((k - \epsilon)\) turbulence model [14]:
For turbulent kinetic energy \( k \)
\[ \frac{\partial}{\partial x_j} (\rho u_j k) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_T}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + P_k - \rho \epsilon \]
For dissipation \( \epsilon \)
\[ \frac{\partial}{\partial x_j} (\rho u_j \epsilon) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_T}{\sigma_\epsilon} \right) \frac{\partial \epsilon}{\partial x_j} \right] + C_1 \frac{\epsilon}{k} P_k - C_2 \rho \frac{\epsilon^2}{k} \]

Where, \( \mu_T = C_{\mu} \rho \frac{k^2}{\epsilon} \).

The values of the constants \( C_{\mu}, \sigma_k, \sigma_\epsilon, C_1 \) and \( C_2 \) are provided here:
\( C_{\mu} = 0.09, C_1 = 1.44, C_2 = 1.92, \sigma_k = 1.0, \sigma_\epsilon = 1.3 \)

Boundary conditions of the cavity:
1. Constant higher temperature \( (40^\circ \text{C}) \) is imposed at the left wall and the right wall is kept at constant lower temperature \( (T_\text{C}) \), \( 25^\circ \text{C} \).
2. Front and rear walls of the cavity are assumed adiabatic.
3. All walls of the cavity are considered as no-slip and smooth.

Boundary conditions of the surrounding domain:
4. Opening boundary condition is imposed at the top and bottom boundaries of the surrounding domain at atmospheric pressure and temperature.
5. All other boundaries of the surrounding domain are considered as adiabatic, no-slip and smooth wall.

To solve the governing equations at each grid of the computational domain Ansys CFX-Solver Manager 12.0 [15] is used.

Grid distribution
In this study both uniform and non-uniform structured mesh are generated using the software ICEM CFD [15] in order to discretize the computational domain. The finest possible grid is used,
which contains total 940400 elements. About 458000 elements are generated for surrounding domain (Fig. 2a) and 482400 elements are uniformly generated inside the cavity (Fig. 2b).

![Grid distribution](image)

**Figure 2:** Grid distribution (a) on the surrounding domain and (b) on the cavity

**4. Validation of Method**

The method used in this study is validated comparing to a numerical case [9] which is chosen from literature. Fig. 3 represents the temperature distribution \( T^* = (T - T_c)/\Delta T \) and u-velocity distribution \( u^* = u \sqrt{\rho \beta \Delta H} \) at \( Ra = 10^8 \). Here comparison is shown between present works using \((k - \varepsilon)\) turbulence model and the results reported by Barakos et al. [9] As we observe, there is a good agreement for the temperature distribution \( T^* \) and u-velocity component \( u^* \) in Fig. 3. However, a small discrepancy in \( T^* \) occurs near the vertical wall and discrepancy in \( u^* \) occurs near the interface of the cavity and the surrounding domain (top and bottom of the cavity).

![Comparison graphs](image)

**Figure 3:** (a) Temperature distribution at mid-height of the cavity, (b) u-velocity distribution at mid-width of the cavity
5. Results and Discussion

Natural convection flow phenomena are found numerically by solving continuity, momentum and energy equations simultaneously. It ensures the interdependence of velocity and temperature. Therefore, if velocity changes in a case, the temperature will obviously change. It is also obvious that the flow is induced due to the temperature difference in natural convection case. For this we either mention velocity distribution or temperature distribution to describe any effect for brevity.

To observe the influence of the boundary conditions applied in the apertures of the cavity three cases are considered.

Figure 4: Overview of the cavity for (a) case 1, (b) case 2 and (c) case 3
The bottom and top sides of the cavity (Fig. 4a) are considered as opening at atmospheric pressure and temperature in case 1. In case 2, a large surrounding domain at distance 1 m from every wall of the cavity, is considered around the cavity. The bottom and top sides of the surrounding domain (Fig. 4b) are considered as opening at atmospheric pressure and temperature while other sides are considered as no-slip, adiabatic and smooth wall. The bottom boundary of the cavity (Fig. 4c) is considered as inlet and the top side is considered as opening at atmospheric pressure and temperature in case 3. More specifically a uniform velocity \(4.22346 \times 10^{-6} \text{ m/s}\) which is calculated from mass flow rate in case 2, is imposed at the inlet of the cavity.

Temperature distributions on a line located at bottom, mid-height and top of the cavity for three cases are shown in Fig. 5. It is observed that temperature distributions at bottom of the cavity in case 1 and case 3 are approximately same whereas in case 3 temperature distribution is obviously uniform. Temperature distributions at mid-height and top of the cavity are approximately same for all cases.

Figure 5: Temperature distributions on a line located at the (a) bottom (b) mid-height and (c) top of the cavity
Comparison between case 1 and case 2

The average mass flow rate, in Case 1 ($1.48586 \times 10^{-6}$) is greater than that of Case 2 ($1.2512 \times 10^{-6}$).

Fig. 6 shows the velocity distributions on a line located at bottom, mid-height and top of the cavity for both cases. Fluid near the hot surface receives heat, becomes less dense and rises. The surrounding, cooler fluid then moves to replace it. This cooler fluid is then heated and the process continues.

Consequently fluid rises up due to the density variations. Thus fluid velocity increases from bottom to top of the cavity and decrease from hot wall to cold wall as temperature decreases for both cases. The maximum velocity differences between case 1 and case 2 at bottom, mid-height and top of the cavity are 11.6%, 25.28% and 12.54%, respectively. The increase of fluid velocity from bottom to top of the cavity in case 1 is relatively less than that in case 2.

![Velocity distributions on a line located at the (a) bottom (b) mid-height and (c) top of the cavity](image)

Figure 6: Velocity distributions on a line located at the (a) bottom (b) mid-height and (c) top of the cavity
Fig. 7 shows the velocity vectors in case1 and case 2 at the indicated vertical plane (Fig. 7a), which is taken at the mid-width of the cavity. From Fig. 7b, it is seen that, fluid enters vertically, only through the bottom opening of the cavity. Fluid enters through the top opening of the cavity and creates a recirculation flow near the top of the right wall in case 2.

Comparison between case 2 and case 3

The average mass flow rate, in Case 2 \((1.2512 \times 10^{-6})\) is greater than that in Case 3 \((1.89117 \times 10^{-10})\).
Fig. 8 shows the velocity distributions on a line which is taken at bottom, mid-height and top of the cavity in case 2 and case 3. At bottom (Fig. 8a) of the cavity, velocity distribution is approximately uniform in case 3 resulting from the assumption of uniform velocity at the inlet. But in case 2, when fluid faces hot wall fluid rises up due to the density variations. Thus fluid velocity increases from bottom to top of the cavity and decrease from hot wall to cold wall as temperature decreases.

Fig. 9 shows the velocity vectors in both cases at the indicated plane (Fig. 9a). In case 3 when the bottom of the cavity is considered as inlet, it is observed (Fig. 9b) that, fluid may enter through the top opening of the cavity. In case 2 it is observed (Fig. 9c) that, fluid enters through both bottom and top openings of the cavity.

At steady state the fluid flows through the bottom and top adjust with the fluid around them. Thus any fixed boundary conditions (inlet/opening) at the openings may not be accurate for pure natural convection flow. Thus the openings of the cavity can be treated as the part of computational
domain rather than boundary. In case 2, the induced phenomena at the openings as well as the adjacent area around the openings are calculated that is, the discussed adjustment (of occur) can be captured. From this point of view, case 2 may reasonable comparing to other cases.

![Image](image1)

**Figure 9:** (a) Indicated plane in the cavity; velocity vector on that plane for (b) case 3 and (c) case 2

6. **Conclusions**

Flow induced by purely natural convection ensures the interdependence of velocity and temperature. Therefore, velocity and temperature may change simultaneously and interdependently in a case. The effects of various boundary conditions at the apertures of the open cavity for natural convection flow are observed numerically. In this study the flow phenomenon and temperature distributions inside the
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A cavity are obtained using CFD. To observe the effects of boundary conditions three cases are considered. Significant effects are observed at the temperature and velocity distributions of the cavity flow. It is shown that a surrounding domain with top and bottom opening of the cavity gives a realistic flow phenomenon than that of without surrounding domain. It is also investigated that the case when surrounding domain is used with top and bottom opening of the cavity is imperative for circumstances to predict accurate cavity flow rather than the case when the bottom of the cavity is considered as inlet. Thus it is shown that a suitably large domain with appropriate boundary conditions at the bottom and top of the cavity provides a realistic flow phenomenon and thus has significant effects on the thermal and the flow phenomenon on the natural convection flow of the open cavity.
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Nomenclature

\( u, v, w \): \( X, Y, Z \) component of the velocity, respectively \([ms^{-1}]\)
\( u_1, u_2, u_3 \): \( X, Y, Z \) component of the velocity respectively \([ms^{-1}]\)
\( x, y, z \): Cartesian coordinates \([m]\)
\( x_1, x_2, x_3 \): Cartesian coordinates \( x, y, z \) respectively \([m]\)
\( L \): length of the cavity \([m]\)
\( W \): width of the cavity \([m]\)
\( H \): height of the cavity \([m]\)
\( \rho \): density of the fluid \([kgm^{-3}]\)
\( p \): pressure \([kgm^{-1}s^{-2}]\)
\( g \): gravitational acceleration \([ms^{-2}]\)
\( g_1 \): gravitational acceleration along \( X \)-axis \([ms^{-2}]\)
\( g_2 \): gravitational acceleration along \( Y \)-axis \([ms^{-2}]\)
\( g_3 \): gravitational acceleration along \( Z \)-axis \([ms^{-2}]\)

\( \beta \): thermal expansion coefficient \([k^{-1}]\)
\( \mu \): dynamic viscosity \([kgm^{-1}s^{-1}]\)
\( \mu_\tau \): turbulence viscosity \([kgm^{-1}s^{-1}]\)
\( T \): temperature \([^\circ C]\)
\( T_{lw} \): temperature of left wall \([^\circ C]\)
\( T_{rw} \): temperature of right wall \([^\circ C]\)
\( T_{ref} \): reference temperature \([^\circ C]\)
\( T^* \): temperature distribution
\( u^* \): \( u \)-velocity component
\( v \): kinematic viscosity \([m^{-1}s^{-1}]\)
\( \nuT \): turbulence kinematic viscosity \([m^2s^{-1}]\)
\( \sigma_T \): thermal diffusivity
\( k \): turbulent kinetic energy
\( \varepsilon \): rate of dissipation of the turbulent kinetic energy
\( \rho_k \): production rate of turbulent kinetic energy
\( C_{\mu}, C_1, C_2, \sigma_1, \sigma_2 \): adjustable constants
\( Pr \): Prandtl number \([-]\)
\( Ra \): Rayleigh number \([-]\)