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Abstract 

Mathematics, in the classroom, can seem like it is concerned only with computational skill and memory work, as if these were 
the only capabilities a mathematics practitioner is expected to have. While computational skill is critical, it is not our only must-
have. 

This keynote will explore how mathematics can make sense of certain real world phenomena. Mathematics helps to create an 
understanding of how things work and what can happen next. To be able to do this, we, as mathematicians, must first have a 
broader perspective and appreciation of our beloved subject and what it can do. We should teach it as being not only useful, but 
as beautiful and powerful. We should be able express its different roles in different places, but recognize its unity in logic, 
organization and elegance. This keynote will liken it to a bridge which provides different services to different users, while also 
very appreciable for its sheer aesthetics. 
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Abstract 
T11 Target structure, a membrane glycoprotein isolated from sheep erythrocytes, reverses the immune suppressed state of brain tumor 

induced animals by boosting the functional status of the immune cells. Brain tumors comprise a heterogeneous group of intracranial 

neoplasms that can arise from any of the constituent elements of the central nervous system (CNS), including neurons, glia, 

endothelial cells [1, 2]. This study aims at aiding in the design of more efficacious brain tumor therapies with T11 target structure. We 

have developed a mathematical model for malignant gliomas or brain tumor and the immune system interactions by considering the 

role of immunotherapeutic agent/drug T11 target structure.  The model encompasses considerations of the interactive dynamics of 

malignant glioma cells, macrophages, cytotoxic T–lymphocytes, immune–suppressive factor TGF-  , immune–stimulatory factor 

IFN- and T11 target structure. We performed sensitivity analysis in order to determine which of the state variables are more 

sensitive to the given system parameters. The results of the proposed mathematical model are compared with experimental data 

procured from our collaborator Prof. Dr. Swapna Chaudhuri, School of Tropical Medicine, Kolkata, India.  Computer simulations 

were used for model verification and validation, which underscore the importance of T11 target structure in brain tumor therapy. 

 

 

Body of the extended abstract: 

The aim of the mathematical model is to yield a simplified version of the complicated biological processes.  After the 

administration of immunotherapeutic agent T11 target structure, which activates different immunocytes including 

macrophages, CD8+T cells, we assume that these doses of T11 target structure will have an effect on the cell count of 

macrophages and CD8+T cells [3]. In mathematical terms, we represent the administration of doses of T11 target structure 

by Dirac Delta function as as input δ(t − τ), where δ(t − τ) = 1, t = τ and 0, elsewhere. Three doses of T11 target structure 

were administered in the system, the first one in the 7th  month (210th  days = 1 ), followed by an interval of 6 days [3], 

that is, in the 216th  days ( 2 ) and 222nddays ( 3 ). 

Our mathematical model consists of 23 parameters, for which we need to determine its sensitivity and rank the parameters 

with respect to their identifiability. The sensitivity graph obtained using the code myAD, developed by Prof. Martin Fink 

[4]. To quantify the sensitivity from the figure, we calculate the sensitivity coefficient by non-dimensionalizing the 

sensitivity functions and computing 2L  norm of the resulting functions, given by 
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One of the major advantage of using T11TS as a therapeutic agent is its ability to overcome Blood–Brain–Barrier (BBB) 

impermeability [3]. Motivated by the fact that an efficacious therapeutic method is necessary, we analyze the mentioned 

result using a mathematical model, whose parameters were estimated from published experimental data. 

 

Discussion/Conclusion: 
 
The main conclusion of the present study is that our model validates the experimental observations of Mukherjee et al. [3]. 

To examine potential approaches towards achieving Glioma eradication with T11target structure as a potent immune 

stimulator, we develop a mathematical model involving immunecomponents, namely, macrophages, CD8+T cells, TGF– 

β and IFN– γ. The sensitivity to model parametersis also analyzed. We examine the dynamics of the model by estimating 

system parameters andtwo biologically important observations are emerged. First, with the administration of T11 target 

structure,the glioma cell proliferation is well – controlled, which increases the survival rate of the animals. Second, 

withthe increase in macrophage and CD8+T cell count after T11TS administration, our model predicts theincrease in 

phagocytic activity of macrophages as well as cytotoxic efficacy of the CD8+T cells, which is ingood agreement with 

Mukherjee et al. [3]. We conclude that immunotherapy with T11 target structureis a promising therapeutic method, which 

needs to be investigated on humans. 
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P2: fluid:  Large-eddy Simulation in Lattice Boltzmann Method for Indoor Airflow using 
GPU Computing 
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Abstract 

In this paper, the lattice Boltzmann Method (LBM)  is implemented for the simulation of airflow inside an indoor geometry with a 
partition. Flow phenomena of the natural ventilated room have been investigated with the aid of graphics processor units (GPU) as a 

computational tool. The parallel computing platform CUDA C, introduced by NVIDIA Corporation is used as the programming 
platform for the LBM simulation. A very reliable computational method large eddy simulation (LES) has also been used for capturing 

turbulent flow fields alongside the conventional LBM framework. The numerical results are presented in terms of the time-mean 
streamlines, Reynolds stresses, root mean square turbulent fluctuations as well as turbulent kinetic energy. 

 
Introduction: 
Natural ventilation (NV) in recent years has been a renovated strategy for solving the uncomfortable indoor airflow in 
comparison with the current-time heating ventilation and air conditioning (HAVC) systems. In fact, the computational 
program for NV is very much expensive in the case of using High-Performance Computers (HPC) to solve numerical 
method like the Navier-Stokes (NS) based different turbulent models. Furthermore, the LBM with GPU computing is the 
most useful and less expensive parallel computing platform for achieving faster computational performance in case of 
simulating ventilation problems. Recently, LBM was implemented in GPU based parallel computing platform CUDA C in 
several researches2, 3. LBM is a good numerical algorithm for laminar flow, and it also has a disadvantage of numerical 
instability while flow gets turbulent in high Reynolds number. The most popular solution to this stability issue is the large 
eddy simulation where eddy viscosity of turbulent flow field is resolved and thus stabilized the flow phenomena. In this 
present study, LBM is presented with LES for solving indoor airflow patterns using CUDA C programing language using 
the NVIDIA Tesla k40 GPU card. 
 
Mathematical Formulations: 
LBM was first introduced by the Firsc et al.1 as a derivation of lattice gas theory for fluid flows. In LBM, fluid particles 
are considered as randomly distributed the flow of particles with a distribution function based on a D3Q19 lattice model 
(See Fig. 1) for defining the 3D momentums and density distributions due to the movement of particles. For a 3D lattice 
model D3Q19, 19 velocity vectors are defined in the lattice model, and the particle distribution functions for the lattice 
model can be denoted as follows: 

 
 
 
 
 

Here, 𝑓  is the equilibrium distribution function of the LBM model. A fluid phenomenon models in LBM when fluid 
particles are relaxed towards their equilibrium distribution due to collision and later streamed to new lattice positions.LES 
is a filtering method for LBM to detect turbulent flow phenomena within the flow while it numerically resolves the 
molecular viscosity and models the turbulent viscosity using sub grid-scale (SGS) models as such as Smagorinsky model. 
The eddy viscosity of the Smagorinsky SGS model is computed as follows: 
 𝑣 (𝑥, 𝑡) =  𝐶 ∆ |𝑆|   (3) 

 
Here, magnitude of the local shear stress |𝑆| can be computed as follows: 

|𝑆| =
1

6𝐶 ∆
𝑣 + 18𝐶 ∆ 𝛱 𝛱 − 𝑣  

 
(4) 

𝛱 = 𝑒 𝑒  (𝑓 − 𝑓 ) 
 
(5) 

 
Results and Disscussions: 
In our present work, the application of LBM-LES is presented for simulating airflow patterns inside an indoor geometry 
(See Fig. 2). This LBM-LES method is implemented in NVIDIA GPU card Tesla k40 and has been validated using the 

𝑓 (𝑥 + 𝑐𝒆 ∆𝑡, 𝑡 + ∆𝑡) = 𝑓 (𝑥, 𝑡) −
1

𝜏
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                                          (1) 

𝑓 = 𝜌𝑤 1 + 3
𝒆 . 𝒖

𝑐
+

9

2

(𝒆 . 𝒖)

𝑐
−

3

2

𝒖

𝑐
 

 
                                          (2) 



benchmark solution of 3D lid-driven cavity flow. Smagorinsky SGS model has also been used in the simulation of LBM-
LES.  

 
Figure 1: D3Q19 Lattice Model   Figure 2 : Schematic Model Hospital Room 
 
The streamline patterns of the time-averaged normalized streamwise velocity (<w>/U) and turbulent kinetic energy are 
presented in Fig.3 (a)-(b), respectively while Re = 5000. Here, a recirculation of airflow is seen at the area bellow the inlet 
jet airflow of the room. The flow has lesser speed in the area bellow the outlet and the large vortex is detected in this 
region (Fig. 3(a)). Maximum mean velocity is also seen near the partition region. Most of the turbulence occurs near the 
inlet region and wall boundaries as well as near partition region in Fig. 3(b).     

 
Figure 3: (a)Streamline of the airflow inside the room (b) Turbulent kinetic energy[𝑇𝐾𝐸 = (𝑢 + 𝑢 + 𝑢 ) 𝑈⁄ ] 
for the xz-plane. 
Conclusion: 
The present investigation on indoor airflow simulation reflects turbulent airflow characteristics in high Reynolds number. 
Recirculation of airflow is observed while inlet is placed at the top wall of the room. Airflow leaves the room with lesser 
intensity through the outlet of the room which denotes lesser turbulence in outlet area. In evident, this current design 
simulates better comfortable zones for either side of the partition inside the room. 
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P3: Dynamical systems 
Numerical investigation of PTWs in a reaction-diffusion system of predator-prey 

dynamics  
Md. Muztaba Ahbab*, Afia Farzana and M. Osman Gani 

Department of Mathematics, Jahangirnagar University, Savar, Dhaka. 
*Email: mdmuztaba40@gmail.com 

Abstract 
This work is concerned with the modeling of predator-prey interaction in order to understand the mechanism of the stability behaviour 
of the periodic traveling wave solutions which is a two-variable reaction-diffusion system of equations model. We study the numerical 

existence and stability of the periodic traveling waves (wavetrains) in the model. A key feature of our study is subdivided the 
parameter plane into the stable and unstable region through a stability boundary. We calculate essential spectra of the wavetrains to 

understand the stability of the waves. The irregular pattern of predator and prey is found to occur when the solutions cross the stability 
boundary. 

Keywords: Reaction-diffusion equation, predator-prey model, periodic traveling wave, existence, stability. 
1. Introduction 
A predator is an embodied soul that eats another embodied soul. The prey is the creature which the predator eats. Such 
examples of predator and prey are lion and zebra, bear and fish fox and rabbit.The long attention has been captured by 
ecologists in the interactions between Predator and prey and for good reasons. From the foundations of modern ecology, 
predator-prey interactions can be traced out into interest. Predator-prey dynamics also continue to be of interest to applied 
mathematicians. This was one of the first predictions from mathematical modeling in ecology [1], [5], and a large volume 
of theoretical modeling has been confirmed, and by a number of experimental studies [2]. 
2. Model and method of computation 
Our work is devoted to a two-component reaction-diffusion system which a spatiotemporal model of predator-prey type 
interaction. The fundamental reaction kinetics for this interaction model [3] is the classical Rosenzweig-MacArthur 
formulation and the model is 

𝜕𝑢

𝜕𝑡
= 𝑑

𝜕 𝑢

𝜕𝑥
+ 𝑢(1 − 𝑢) − 

𝛼𝑢𝑣

𝛽 + 𝑢
 

(1) 
𝜕𝑣

𝜕𝑡
=

𝜕 𝑣

𝜕𝑥
+  

𝛼𝑢𝑣

𝛽 + 𝑢
−  𝛿𝑣 

Where𝑢 is the population density of prey and 𝑣 denotes the predator population density.In terms of the dimensionless 
parameters, 𝛼 is the consumption rate of prey by the predators, 𝛽 is the half-saturation constant, and 𝛿 is the death rate of 
predators. 
First, we convert the non-linear PDEs into linear PDEs, and then we shift the linearized PDE in linearized ODEs then with 
help of eigenfunctions we finally calculate the stability of (1). We also study the bifurcation analysis of the solution. To 
do this work we used computer-based continuation package WAVETRAIN [4]. 
3. Results and discussion 
To linearized non-linear PDEs into linear PDEs, we use a wave coordinate 𝑧 = 𝑥 − 𝑐𝑡. Where 𝑥is the space coordinate 
and 𝑐 is the time coordinate respectively. The existence of periodic traveling wave is shown in Figure 1 and in Figure 2the 
exact period of the wavementioned. We also analyze the stable and unstable region of (1)in the existence area of periodic 
traveling waves in order to understand the irregular behavior of the interactions between two species, which is our main 
findings of this work. 
 
 

Table 1: Typical value for the parameters in (1) 
Parameters 𝛼 𝛽 𝛿 𝑑 



Values 1.8 0.4 0.6 0.05 
 
 

Table 1 show the values of the parameters which are used in order to understand the mechanism of stability. 
 
 

 

 

 
Figure 1: The existence of the periodic traveling wave 
solutions of (1) The other parameters are the same as those 
in Table 1. The symbols and values show the results on the 
10 × 10 grid in the parameter plane:     &      indicates that 
there is no PTW exist at that point. The values on the 
parameter plane indicate the periods of the periods of the 
PTW solutions of a given point of 𝛼 and 𝑐.  

 Figure 2: A periodic traveling wave solution(1) 
as afunction of the parameter  𝛼 and the wave 
speed 𝑐. The other parameters are 𝑑 = 0.05, 𝛽 =
0.40 𝑎𝑛𝑑 𝛿 = 0.60. the parame-ter 𝛼 = 1.55 and 
wave speed 𝑐 = 15. The period of the wave 
is= 192.9. 
 

4. Concluding remarks 
First, we have studied essential mathematical biology to clear the basic idea about the predator-prey system throughout 
the literature review. We have studied a model based on the Rosenzweig-MacArthur formulation for the predator-prey 
system. By analyzing the stability we observe that in the considered model the PTWs changes their stability by a stability 
change Eckhaus type. We also calculate Eckhaus type stability boundary between stable and unstable PTWs. 
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P4: Fluid 
Numerical Simulations of Shock-bubble Interaction: A Review Work 

Mohammed Aman Ullah1&Mao De-kang2 
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2. Department of Mathematics, Shanghai University, Shanghai, China. 
Abstract 
In this paper, we use the conservative front-tracking method to numerically simulate Haas and Sturtevant's [J. F. Haas and B. 
Sturtevant, Interaction of weak shock waves with cylindrical and spherical gas inhomogeneities, J. Fluid Mech., 181, (1987), pp.41-
76.] two shock-bubble interaction problems. For the shock-bubble interaction problem, the simulations are carried out up to the very 
late time 1020 µs for air-R22 case. Our numerical results are in good agreement with the experimental and other numerical results in 
the early times of the flow. Moreover, our numerical results give clear pictures of the bubble deformation in the late times of the flow. 
Finally, we give some comparative results with other numerical results. 
In 1987, J.F. Haas and B. Sturtevant [1] presented an experimentalstudy of the interactions of weak shock waves in air 
withspherical or cylindrical bubbles. The bubbles were filled with either helium, which was lighterthan the air, or 
Refrigerant 22 (R22), which was heavier than the air. Since then, two of thecylindrical bubble cases in the study were 
further explored with numerical simulations and have beenwidely used as benchmark problems for testing numerical 
methods for computational fluid dynamics (CFD). 

Experimental Description: 

As described in [1], the two experiments were carried out in a horizontally placed shock tube withsquare section, which 

was filled with air. A planar weak shock of Mach number 22.1M , vertical to the walls of the shock tube,was 

produced on the right of the bubbles, andit propagated towards and hit the bubbles.The initial set-up of the experiments is 

just as shown in following figure: 

 

Numerical Method and Mathematical Formulation:  

The 2D conservative front-tracking method used in the current work andthis method was developed by Mao [2]. In this 

method, the  movement of fluid interfaces is locally described by 1D PDE's derive from the Euler system, and tracking is 

realized by numerically solving these 1D PDE's in a conservative fashion.The simulations are performed arecompressible 

Euler system for a shock-accelerated case. In the following we aregoing to conceptually describe the method for tracking 

an interface, and thedetailed description of the method can be found in the above cited papers. We use 2D Eulerian 

equations which is governed by the basic conservation lawsfor mass, momenta and energy as in [24]: 

0)()(  yxt ugufu                                                              …   …   …(1a) 

TEvuu ),,,(                                                                    …   …   …(1b) 

TupEuvpuuuf ))(,,,()( 2                                         …   …   …(1c) 

TvpEpvuvvug ))(,,,()( 2                                           …   …   …(1d) 



where   denotes the density, u  and v  are the particle velocities in the x- andy-directions, p  is the pressure and E  total 

energy. Here, u  is the x-componentof momentum and v  is the y-component of momentum. The total energy canbe 

defined as, 

  )(
2

1 22 vuE                                                                      …   …   …(1e) 

where  represents the specific internal energy. 

Numerical Results and Discussion: 
In this two dimensional problem, a planar shock is moving through air fromright to left and collided with a cylindrical 
bubble contained with refrigerant(R22).This problem was studied experimentally by Haas and Sturtevants’ with 
sphericaland cylindrical bubbles [1] and numerically with adaptive mesh refinement by Quirk and Karni [3]. We 
presentthe colour contour images of the numerical density at the times55 µsec, 135 µsec, 247 µsec, 342 µsec, 417 µsec 
and 1020 µsec for air-R22 case, which aredrawn using Matlab, and compare them with the experimental 
shadowgraphspicked from [1] . 
Conclusion:  

Our numerical simulation well capturesthe deformation history of the bubble and give clear pictures of its geometricaland 
topological evolution in the late stages. It is also seen from the series ofpictures that in the air-R22 case the upstream edge 
of the bubble also behavesas a Richtmyer-Meshkov instability. 
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P5: Algebra  

Generalization of character formulas 
M P Chaudhary 

 

International Scientific Research and Welfare Organization 
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Folsom [1] studied character formulas. Chaudhary [2] expressed character formulas in terms of continued fraction identities. Andrews 
et al. [3] investigated on combinatorial partition identities. Further Chaudhary et al. [4, 5] present interrelationships among character 
formulas, combinatorial partition identities and continued partition identities. The purpose of this talk is to discuss in brief about 
generalization of character formulas till today.   
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P6: Numerics, financial maths 

A Study on Numerical Solution of Black-Scholes Model. 
 Md. Nurul Anwar1, 2 and LaekSazzad Andallah1 

1 Department of Mathematics, Jahangirnagar University, Savar, Dhaka-1342, Bangladesh. 
2Department of Natural Science, BGMEA University of Fashion & Technology, Uttara, Dhaka-1230, Bangladesh. 

Abstract 
This articleconcerns with the numerical solution of the Black-Scholes model (a.k.a. Black/Scholes/Merton) for the European call 

option. We first describe the model and use an explicit difference scheme for the numerical approximation of Black-Scholes model. 
We establish the stability condition of the scheme through convex combination. We use a different way to obtain the numerical value 

of the model. We estimate the relative error in L1 -norm in order to test the accuracy of the scheme. Finally, we compare the numerical 
outcomes with the value obtained by another scheme. 

 

Extended Abstract:In the historical backdrop of option pricing model The Black-Scholes [1,2] or Black-
Scholes-Merton is a standout amongst the most generous model. This model showed the significance that 
mathematics plays an important role in the field of finance. In this paper we deal with only the European call 
option.We first study the model[3] and understand the terminal and boundary conditions.The Black-Scholes 
equation with terminal and boundary conditions is  

 

𝜕𝑉

𝜕𝑡
+ 𝑟𝑆

𝜕𝑉

𝜕𝑆
+

1

2
σ 𝑆

𝜕 𝑉

𝜕𝑆
− 𝑟𝑉 = 0       0 ≤ 𝑆 < ∞; 0 ≤ 𝑡 ≤ 𝑇

With    𝑉(𝑆, 𝑇) = max(𝑆 − 𝑘, 0)                𝑓𝑜𝑟  0 ≤ 𝑆 < ∞

           𝑉(0, 𝑡) = 0                                      𝑓𝑜𝑟 0 ≤ 𝑡 ≤ 𝑇  

𝑉(𝑆, 𝑡) = 𝑆 − 𝐾𝑒 ( )              𝑎𝑠  𝑆 → ∞
⎭
⎪
⎪
⎬

⎪
⎪
⎫

 

For numerical approximation we adopt explicit finite difference method [4] . We discretize the PDE without 
making any kind of transformation (although many authors did). We discretize the time derivative by backward 
difference formula (As many PDEs have initial condition, we can approximate the new time step solution by 
discretizing thetime derivative by forward difference formula. But in this case, we know the value of the option 
at the expirationtime or at the final time which can be explained by the definition of call option. That is why we 
use backwarddifference formula for time derivative to calculate the previous time step solution, in this case, the 
option value atpresent time.) andthe discretization of the first order derivative of Stock priceis obtained by 
central difference approximation andthe second order derivative of Stock priceis obtained by a symmetric 
central difference approximation. Finally the numerical solution is  

𝑉 = 𝑉 1 − 𝑟∆𝑡 − 𝜎
∆𝑡

(∆𝑆)
(𝑆 ) + 𝑉 𝑟

∆𝑡

2∆𝑆
𝑆 +

1

2
𝜎

∆𝑡

(∆𝑆)
(𝑆 )   + 𝑉

1

2
𝜎

∆𝑡

(∆𝑆)
(𝑆 ) − 𝑟

∆𝑡

2∆𝑆
𝑆  

 Since explicit difference scheme is not unconditionally stable, we establish the stability condition by convex 

combination. The stability condition is    ∆t ≤
( )

(𝑆𝑚𝑎𝑥)
,   𝑟

∆

∆
𝑆𝑚𝑎𝑥 ≤ 2, Where𝑆 = max {𝑆

𝑖
} 

We formulate a MATLAB code in order to get the numerical value. We also calculate the relative error in L1 -
norm in order to check the accuracy of our numerical scheme. We also compare our numerical value with the 
value obtained by a semi-implicitmethod [4]. In that comparison we see that our scheme gives better result than 
the other scheme. But if we increase the temporal and spatial grid points, the approximate value becomes much 
closer to the exact value. I.e. the error becomes much smaller thanprevious.For an European call option with  0 ≤
𝑆 ≤ 20, 𝑇 = 0.25, 𝐾 = 10, 𝑟 = 0.1, 𝜎 = 0.4, with temporal grid points=41000 and spatial grid points=1000, 



 
Stok Price 

S 

The semi-implicit 

method [5] 

Explicit finite 

difference method 

Exact value 

4 1.631276e - 06 1.168605e-06 1.067322e -06 

8 0.146176 0.149235 0.149335 

10 0.906372 0.916098 0.916291 

16 6.236436 6.252282 6.252287 

20 10.223892 10.246901 10.247014 

 
Conclusion: We have studied the Black-Scholes PDE ,derived an explicit finite difference scheme and established a 

stability condition of the scheme. We estimated the error of the explicit scheme by comparing the numerical solution with 

the analytical solution in 𝐿 -norms and present the convergence features of the scheme graphically. The numerical 

simulation results are seen in good agreement with the well-known qualitative behavior of the Black-Scholes PDE. We 

also compare the explicit method with the result obtained by another work using semi-implicit method where our result is 

found more accurate than that of the semi-implicit method. 
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Abstract 

The purpose of this research study was to compare the effects of group learning and conventional teaching on students’ mathematics 
achievement in Naba-Bidhan Girls’ High School in Natore, Bangladesh. This study employed quasi-experimental pre-test and post-
test control group design to compare the effects of group learning between control group of conventional teaching and experimental 
group with group learning. Data were collected using students’ mathematics achievement test and analyzed using independent-sample 
t-test. The results showed that the effects of group learning on mathematics achievement was significant in favor of experimental 
group. The findings revealed that implementation of group learning was effective in the development of students’ achievement in 
mathematics. 
 
Keywords: Group learning, mathematics achievement, Natore. 
 
Introduction 
Mathematics, the most important subject in primary, secondary and tertiary levels, is taught using various teaching and 
learning strategies, of them, group learning is important. Group learning is an instructional method in which students of 
different levels of abilities are grouped in small learning teams and work in cooperation with each other to achieve a 
common goal [2]. There are many models in group learning such as Learning Together, student teams-achievement 
division (STAD), teams-games-tournaments (TGT), etc. The researcher in this study focused on Learning Together model 
of group learning because this model is widely applicable for the successful implementation of group learning in 
mathematics classrooms.  
It was reported by many studies that students working in small groups developed their achievement in mathematics. 
Zakaria et al. [3] conducted a study to examine the effects of group learning on students’ mathematics achievement.  They 
found group learning improved students’ mathematics achievement. Hossain et al. [1] in their study reportedthat group 
learning had a positive impact on mathematics achievement. Ozsoy and Yildiz [4] mentioned from the findings of their 
study that group learning played significant role in improving students’ achievement in mathematics. Thus this study 
aimed at comparing the effects of group learning and conventional teaching on students’ mathematics achievement in 
Naba-Bidhan Girls’ High school in Natore, Bangladesh. The specific objective of this study was:  

1. To compare the effects of group learning and conventional teaching on mathematics achievement. 
 
Method 
To compare the effects of group learning and conventional teaching on mathematics achievement, the quasi-experimental 
pre-test and post-test control group design was employed in this study. The quasi-experimental design compared a control 
group of conventional teaching method with an experimental group using group learning model. Table 1 shows quasi-
experimental pre-test and post-test control group design. 
 
Table 1: Quasi-experimental pre-test and post-test control group design 
Group Pre-test Treatment Post-test 

 
A 
(n = 32) 

O1 X O2 

B 
(n = 33) 

O1 - O2 



The participants of this study were the secondary students of Naba-Bidhan Girls’ High School in Natore, Bangladesh. The 
researcher obtained permission from the District Education Officer of Bangladesh Government to conduct this research 
study. 65 students participated in this study, of them, 32 students for experimental group and the other 33 for control 
group. The duration of this study was five months. 
The instrument used in this research study was mathematics achievement test. The mathematics achievement test was 
content validated by the experts in mathematics education. The K-R 20 reliability coefficient of mathematics achievement 
test was 0.71. The data which collected during pre-test and post-test of mathematics achievement were analyzed using 
independent-sample t-test. 
 
Results 
To compare the effects of group learning and conventional teaching on mathematics achievement, post-test mean scores 
of students in experimental and control groups were analyzed using independent-sample t-test.  
Table 2 shows that the post-test mean for experimental group was 21.22 (SD = 2.23) and that for control group was 18.09 
(SD = 1.72). The mean for experimental group (M = 21.22) was greater than that for control group (M = 18.09).  The 
difference between these two post-test mean scores was significant [t (63) = 6.35, p < 0.05] in favor of experimental 
group, which revealed that the performance of experimental group was significantly better than control group.  
 
Table 2: Independent-sample t-test comparing means of students’ mathematics achievement post-test scores  
between experimental and control groups   
 

Group N Mean SD t df Sig(2-tailed) 
 

Experimental Group 32 21.22 2.23 6.35 63 0.00 
 
Control Group 

 
33 

 
18.09 

 
1.72 

   

 
Discussion 
This research study aimed to compare the effects of group learning and conventional teaching on students’ mathematics 
achievement in Naba-Bidhan Girls’ High School, Natore. The findings revealed that group learning had significant effects 
on mathematics achievement. It was found that the experimental students outperformed the conventional students on their 
achievement in mathematics.  The findings of this study are consistent with the results as reported by Zakaria et al. [3], 
Hossain et al. [1] and Ozsoy and Yildiz [4]. 
  
Conclusion 
In this research study experimental students were taught using group learning and it was found that group learning 
contributed to the improvement of students’ mathematics achievement. This study showed that group learning played a 
significant role to develop students’ achievement in mathematics. The findings revealed that implementation of group 
learning was effective in the development of students’ mathematics achievement and it was beneficial for both students 
and teachers. 
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Abstract: Severaldefinitions for giving a value to a divergent simple series, as for example the Cesaro’s and Holder’s 
means, can be expressed by means of a linear transformation defined by infinite matrix of numbers. G. M. Robison in 
1926 have given definitions for giving a value to a divergent double series by considering the double sequence for the 
series and established the conditions regularity of linear transformations on double sequence spaces. In this article we 
introduce the necessary and sufficient conditions for a particular triangular type of matrix transformation be regular from 
one triple sequence space to another triple sequence space. 

 
Keywords: Triple sequence, regular matrix transformation, divergent triple series. 
 
Extended abstract: A triple sequence real or complex can be defined as a function  𝑥: ℕ × ℕ × ℕ → ℝ(ℂ), where ℕ, 
ℝand ℂ denote the set of natural numbers, real numbers and complex numbers respectively. At the initial stage the 
different types of notions of triple sequences was introduced and investigated by Sahiner, Gurdal and Dudenin 2007,Datta, 
Esi and Tripathyin 2013 and many others. Recently Das in 2017 have introduced Summability of Triple Sequences based 
on Six Dimensional Matrix.  

 
For any given sequence (xn) a new sequence (yn)  is defined as follows: 
 

𝑦 = 𝑎 , 𝑥  , for the matrix 𝑇, 

    𝑦 = 𝑎 , 𝑥  , for the matrix 𝑆, 

 
Here T and S stand for triangular type and square type of matrix respectively. Since this addition does not affect the 
transformation, any transformation of the type T may be considered as a special case of a transformation of type S. If 
when (𝑥 )converges, (𝑦 ) converges to the same value, then the transformation is said to be regular.  
 
We define the following definitions for giving a value to a divergent triple series(𝑢 , , ).   
 
Then the triple sequence (xl,m,n)  for the series (𝑢 , , )can be represented as follows: 
 

𝑥 , , = 𝑢 , ,

, ,

, ,

 

 
We establish the following recurrence relations 

𝑢 , , = 𝑥 , , + 𝑥 , , − 𝑥 , , − 𝑥 , ,

− 𝑥 , , + 𝑥 , , − 𝑥 , , −  𝑥 , , , (𝑙, 𝑚, 𝑛 > 1); 
𝑢 , , = 𝑥 , , − 𝑥 , , − 𝑥 , , − 𝑥 , , ; (𝑙, 𝑚 > 1) 



𝑢 , , = 𝑥 , , − 𝑥 , , − 𝑥 , , − 𝑥 , , ; (𝑙, 𝑛 > 1) 
𝑢 , , = 𝑥 , , − 𝑥 , , − 𝑥 , , − 𝑥 , , ;     (𝑚, 𝑛 > 1) 

𝑢 , , = 𝑥 , , − 𝑥 , , ; (𝑙 > 1) 
𝑢 , , = 𝑥 , , − 𝑥 , , ; (𝑚 > 1) 

𝑢 , , = 𝑥 , , − 𝑥 , , ; (𝑛 > 1) 
𝑢 , , = 𝑥 , , ; 
 
Now we define a new sequence by the relation 
 

𝑦 , , = 𝑎 , , , , , 𝑥 , ,  

 
  A transformation on triple sequence is regular if whenever  (𝑥 , , ) is a bounded convergent sequence to L then (𝑦 , , ) 
also converges to L.  
 
We also establish the necessary and sufficient conditions for which transformation of a triangular type of matrix be 
regular. 
 
Conclusion: We introduce the necessary and sufficient conditions for a particular triangular type of matrix transformation 
be regular from one triple sequence space to another triple sequence space. This is a generalized work of double sequence 
spaces which was studied by G.M. Robison in 1926. 
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Abstract 
This paper concerns the flow characteristics of free convective combustible boundar-layer flow along inclined hot plates. The effects 

of streamwise variations of the surface temperature on the streamlines, isotherms and isolines of concentration are presented. 
 
Introduction 
Combustible boundary-layer flow over a hot surface is recognized to be a fundamental problem of combustion theory. It is 
because most of the fires on earth occur under buoyancy-induced convection and a boundary-layer flow is frequently 
observed near a surface. For this reason, a body of knowledge about the boundary layer characteristics is important not 
only from academic point of view but also from technological point of view. 
Toong [1] studied the ignition and combustion in a laminar boundary-layer over a horizontal hot surface. The problem is 
analyzed using both theoretical analysis and experiment. Cheng and Faeth [2] investigated the ignition of a combustible 
gas by a heated vertical surface under natural convection condition. The governing equations have been reduced to a 
system nonsimilar boundary-layer equation which is solved numerically. Flow properties along the surface and in the 
plume are discussed for a variety of conditions.  
Due to the various uses of roughened surfaces, several works deal with the effect of surface variations. Similarly, surface 
variation could be made by sinusoidal variations about a constant mean temperature which is presumed to be higher than 
the ambient temperature of the fluid. Rees [3]examined the effects of steady streamwise surface temperature variations on 
the free convective boundary-layer flow from a vertical heated surface. Later, Roy and Hossain [4] extended the same 
problem taking into account the streamwise variations of the surface temperature and species concentration. 
In the field of combustible boundary-layer, Sheu and Lin [5] studied the ignition criterion for free convective flow along 
inclined hot plates. So the purpose of this study is to examine how the streamwise variations of the surface temperature 
modify the momentum, thermal and concentration boundary layers. Numerical solutions are presented in terms of the 
streamlines, isotherms and isolines of concentration.  
 
Results and discussion  
Figures 1(a)-(c) demonstrate the influences of the angle of inclination of the surface to the direction of gravity on the 
streamlines, isotherms and isolines of concentration. Results show that for higher values of the angle of inclination the 
momentum, thermal and concentration boundary layers become thick. The reason for such a characteristic of the boundary 
layers is owing to the increasing thermal influences on the flow field and accordingly the temperature and concentration 
fields. Figure 1(b) indicates that the evolution of temperature field is significantly higher for larger values of the angle of 
inclination. In addition to, Figure 1(b)-(c) shows that there is a developing near-wall layer within the main boundary layer.  



 
 

 

 
Figure 1: Evolution of (a) streamlines (b) isotherms and (c) isolines of concentration with the change of angle of 
inclination, α.  
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Abstract 

In this paper,we investigate the natural convection flow due to the ignition of a cold combustible gas mixture with temperature 
dependent viscosity variations. 

 
 
Introduction 
The ignition of flammable mixtures is relevant to safety considerations in various situations. The ignition of a combustible 
mixture has been the object of a considerable number of experimental investigations. Perhaps the most complete 
experimental investigation is that by Mullen et al. [1] who studied the phenomenon in a high velocity flow about a heated 
cylindrical rod. Then his works were extended by Chambré [2] where he considered the leading stagnation point flow that 
occurs in the forward section of a cylinder. Later, Sharma and Sirignano [3] focused on the forward end of the projectile’s 
stagnation flow and as a first approximation the solid surface was assumed to remain at some constant temperature. All 
the aforesaid studies were confined to the fluid with constant viscosity. However, it is known that this physical property 
may change significantly with temperature. So we consider viscosity as an exponential function of temperature. Using the 
necessary transformation the obtained dimensionless governing equations for the flow are 
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e e es u R   . In case of axisymmetric stagnation flow 1 2 ,  1 a  and 
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its value in the external flow ,f eY . The subscript e refers to the variables in free stream. The prime here denotes 

differentiation with respect to η and it is considered that eu u f   . 



The boundary conditions are 
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The viscosity is defined as   , 0.5 1.0
m

e eT T m    . Besides, the symbols ρ, cp, ν, T, D, p and q denotes density, 

specific heat at constant pressure, kinematic viscosity, temperature, coefficient of diffusion, pressure and heat flux of the 
gas mixture respectively.  
Results and discussions 
The primary interest of the present study is to elucidate the influence of variable viscosity on the velocity, temperature and 
concentration profiles. The influence of temperature dependent viscosity is anticipated by the numerical simulation using 
the implicit finite difference of the mathematical model represented in Eqs. (1)–(3) associated with boundary conditions in 
Eq. (4). The present numerical solutions are inferred for the physical parameters as Pr=0.75, Sc=1.32 and initial 
temperature,θw = 3.75.Here the changes of velocity, temperature and concentration profiles are shownwith the variation of 
m which signifies the viscosity variation parameter. It is seen that for higher values ofm, the maximum velocity increases 
and attains this value at a slower rate, the surface temperature decreases at a smaller rate and the combustible gas is 
consumed at a higher rate. Hence the boundary layer thicknesses of velocity, temperature and concentration become thick 
for increasing viscosity variation parameter. 
 

 

 
Figure 1: Effect of viscosity variation parameter, m, on (a) velocity, (b) temperature and (c) reactant mass fraction profile. 
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Abstract 
In this article, we deal with some elements of the theory of ℤ -graded rings, modules and algebras. ℤ -graded tensor algebra, 
Lie superalgrbras and matrices with entries in a ℤ -graded commutative ring are also treated. At last a theorem (Theorem 4.4.) 
on the set of square matrices 𝑀 [𝑚|𝑛] which is a graded 𝑅-algebra has been established. 
Keywords:ℤ -graded rings, modules, commutative ring and graded algebras, tensor calculus, general graded linear group 𝐺𝐿[𝑚|𝑛], 
the set of graded matrices 𝑀 [(𝑝 + 𝑞) × (𝑚 + 𝑛)] and graded 𝑅-algebra.  
1. Introduction 
Nowadays a large body of literature is available concerning graded algebras, mainly over the real or complex numbers (usually called 
super-algebras), their representations, etc. Classical references are [3], [6], [7], [8], [9]The most common notations and basic results 
are treated in this article. We start with given an arbitrary group 𝐺 and introducing 𝐺-graded algebraic objects and for a given graded-
commutative ring 𝑅 and 𝑅-module morphism can be regarded, relative to the canonical bases of relative to the canonical bases of 

𝑅 |  and 𝑅 | , as a (𝑝 + 𝑞) × (𝑚 + 𝑛) matrix with entries in 𝑅, 𝑋 =
𝑋 𝑋
𝑋 𝑋

, which acts on column vectors in 𝑅 |  from the left. 

Finally, this article inducesthe theorem “A matrix in 𝑋 ∈ 𝑀 [𝑚|𝑛]  is invertible if and only if 𝜎(𝑋) ∈ 𝐺𝐿[𝑚 + 𝑛]” on a matrix of 
graded 𝑅-algebra.  
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Abstract 

In this paper we study fuzzy semilattices and fuzzy filters of a fuzzy semilattice. We give some properties of 
fuzzy filters and 𝛼-filters in fuzzy semilattices. We obtain some characterizations of 𝛼-filters in fuzzy 
semilattices using its support and level set. 
 
1. Introduction 

Order relation and lattices have been studied by many authors. For the background of order relation and lattices 
we refer the monograph [4, 5]. The class of semilattices is an important generalization of class of lattices. We 
refer the readers to [5] for semilattices. Study of fuzzy system in algebras has become forward. Recently, fuzzy 
order relation and fuzzy lattices have been studied. We refer the readers to [1, 2, 3] for the class of fuzzy order 
relation and fuzzy lattices. In this paper we introduce the notion of fuzzy system in semilattices. We study fuzzy 
filters in fuzzy semilattices. 
 
2. Background 

Let 𝑋 and 𝑌 be two nonempty sets. A fuzzy relation𝐹 is a mapping 

𝐹: 𝑋 × 𝑌 → [0, 1]. 

If 𝑋 = 𝑌, we say that 𝐹 is a binary fuzzy relation on 𝑋. Let 𝐹 be a binary fuzzy relation on 𝑋. Then 𝐹 is called 

reflexive if 𝐹(𝑥, 𝑥) = 1 for all 𝑥 ∈ 𝑋. The relation𝐹 is calledsymmetricif 𝐹(𝑥, 𝑦) = 𝐹(𝑦, 𝑥) for all𝑥, 𝑦 ∈ 𝑋. If 

𝐹(𝑥, 𝑦) > 0, 𝐹(𝑦, 𝑥) > 0  implies 𝑥 = 𝑦, then the relation 𝐹 is called anti-symmetric. If 𝐹(𝑥, 𝑧) ≥
sup
∈

min {𝐹(𝑥, 𝑦), 𝐹(𝑦, 𝑧)}, then the relation 𝐹 is called transitive. A binary fuzzy relation𝐹 on 𝑋 is called a 

fuzzy order relation if 𝐹 is reflexive, antisymmetric and transitive. If 𝐹 is a fuzzy order relation on 𝑋, then 
〈𝑋, 𝐹〉 is called a fuzzy ordered set. 
 

Let 〈𝑋, 𝐹〉 be a fuzzy ordered set and let 𝑌𝑋. An element 𝑢 ∈ 𝑋is called an upper bound for 𝑌 if 𝐹(𝑦, 𝑢) > 0 

for all 𝑦 ∈ 𝑌. An upper bound 𝑢  is called a least upper bound (or supremum) for 𝑌 if 𝐹(𝑢 , 𝑢) > 0 for every 

upper bound𝑢 for 𝑌 and we denote it by 𝑢 = sup 𝑌. If 𝑌 = {𝑥, 𝑦}, then we write𝑢 =sup𝑌 = 𝑥 ∨ 𝑦. An element 



𝑢 ∈ 𝑋 is called a lower bound for 𝑌 if 𝐹(𝑢, 𝑦) > 0 for all 𝑦 ∈ 𝑌. A lower bound 𝑢  is called a greatest lower 

bound (or infimum) for 𝑌 if 𝐹(𝑢, 𝑢 ) > 0 for every lower bound 𝑢 for 𝑌 and we denote it by 𝑢 = inf 𝑌. If 

𝑌 = {𝑥, 𝑦}, then we write 𝑢 = inf 𝑌 = 𝑥 ∧ 𝑦. If 𝑥 ∧ 𝑦 and 𝑥 ∨ 𝑦 exist for any 𝑥, 𝑦 ∈ 𝑋, then 〈𝑋, 𝐹〉 is called a 

fuzzy lattice. If 𝑥 ∧ 𝑦 exists for any 𝑥, 𝑦 ∈ 𝑋, then 〈𝑋, 𝐹〉 is called a fuzzy meet semilattice. 
 

Let〈𝑋, 𝐹〉 be afuzzy meet semilattice and let 𝑌𝑋. Then 𝑌 is called a filter of 〈𝑋, 𝐹〉 if 

(i) 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 and 𝐹(𝑦, 𝑥) > 0 implies 𝑥 ∈ 𝑌 

(ii) 𝑥, 𝑦 ∈ 𝑌implies 𝑥 ∧ 𝑦 ∈ 𝑌. 

For 𝛼 ∈ (0, 1], the subset 𝑌 is called 𝛼-filter if 

(i) 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 and 𝐹(𝑦, 𝑥) ≥ 𝛼 implies 𝑥 ∈ 𝑌 

(ii) 𝑥, 𝑦 ∈ 𝑌 implies 𝑥 ∧ 𝑦 ∈ 𝑌. 

In this paper we give some properties of filters and 𝛼-filters of a fuzzy semilattices. 
 

3. Main Result 

Let〈𝑋, 𝐹〉 be a fuzzy meet semilattice.For any 𝛼 ∈ (0.1], we define the 𝛼-level set 
𝐹 = {(𝑥, 𝑦) ∈ 𝑋 × 𝑋: 𝐹(𝑥, 𝑦) ≥ 𝛼} 

We establish the following result of a fuzzy semilattice which is a characterization of 𝛼-filters through its level 
sets. 
 
Theorem: Let 〈𝑋, 𝐹〉 be a fuzzy semilattice, 𝛼 ∈ (0, 1]such that 〈𝑋, 𝐹 〉is a semilattice. Then 𝑌𝑋 is an 𝛼-filter 
of〈𝑋, 𝐹〉 if and only if𝑌 is a filter of 〈𝑋, 𝐹 〉 for each 𝛼 ∈ (0, 1]. 
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Abstract 

In this paper, we study on the Decomposition Based Pricing (DBP), Dantzig-Wolfe Decomposition (DWD) andBenders 
Decomposition (BD)proceduresand then improve the classical Benders  decomposition algorithm for solving LP problems 
using the master-problem and sub-problem. We analyze the prescribed decompositionproceduresintoLP and two person zero 
sum game and transportation problems and make a comparison among the decomposition procedures. However, some 
restrictions in dual value in these procedure are introduced which made our technique being easy.  We finally demonstrate 
these decomposition procedures by a number of examples. For demonstrating those problems we have used Lindo in saving 
labor and time. 

Keywords: Decomposition Based Pricing;Dantzig-Wolfe Decomposition; Benders Decomposition; Game Theory; Transportation 
Problems. 

1. Introduction 

The founders ofLP are George B. Dantzig, who published the simplex method in 1947, John von Neumann, who 
developed the theory of the duality in the same year, and Leonid Kantorovich, a Russian mathematician who used similar 
techniques in economics before Dantzig and won the Nobel Prize in 1975 in economics. A typical LP problem consists of 
a linear objective function which is to be maximized or minimized subject to a finite number of linear constraints [1].The 
decomposition of a LP that permits the problem to be solved by alternate solutions of linear sub-programs representing its 
several parts and a coordinating program that is obtained from the parts by linear transformations. The coordinating 
program generates at each cycle new objective forms for each part, and each part generates in turn (form its optimal basic 
feasible solutions) new activities(columns) for the interconnecting program.This leads to a generalization of the Simplex 
Algorithm, for which the decomposition procedure becomes a special case [1]. Many decomposition procedures are 
sufficient for solving LP problem but DWD, DWD and BD are very useful solution procedure of optimization problems 
and widely applicable for solving large scale optimization problems [1,4]. This procedure iteratively solves a relaxed sub-
problem to identify potential entering basic columns [2,4]. Furthermore,   Benders decomposition is a solution method for 
solving certain large-scale optimization problems. Instead of considering all decision variables and constraints of a large-
scale problem simultaneously, Benders decomposition partitions the problem into multiple smaller problems [3].The 
application field of those procedure is zero-sum game and transportation problem which are vast field of LP problem. . 
Game theory is a mathematical theory of Strategic interaction. Zero-sum games are a special class of game that includes 
most of the things called games by normal people (chess,poker,tic-tac-toe) and generally situations where players have 
completely opposed interest. It turns out that there is an intimate relationship between zero-sum games and LP, in the 
sense that two person zero sum game can be expressed as a LP, and vice versa. Another application is transportation 
problem which was first formulated by the French mathematician GrapardMonge in 1781. It’s a special type of  LP 
problems  and deal with the situation in which a particular commodity shipped from sources to destinations in such way 
that total cost minimizes while satisfying both supply and demand requirements [5]. 

2. Methodolgy  
The section is demonstrated three decomposition procedures in briefly. 



 Decomposition Based Pricing Method 

Step-1: Relax complicating constraints by subtracting from objective function of the original problem. Decompose the 
whole problem into sub-problems and a master problem. Solve sub-problems and generate muster problem by deleting 
those variables which do not provide non negative values from the original problem.  

Step-2: Stop when sub problem and master problem value become equal. Otherwise repeat.  

Dantzig–Wolfe decomposition (DWD)  

The problem being solved is split into two problems: 

(i) The master problem ,  (ii) The sub problem 

Step-1: The master problem is solved.From this solution, we are able to obtain dual prices for each of the constraints in 
the master problem and this information is then utilized in the objective function of the sub problem. 

Step-2: The sub problem is solved. This variable is then added to the master problem and continued Step1.The process is 
repeated until no variables with negative reduced cost are identified. 

1.1 Benders Decomposition 

The problem being solved is split into two problems:  

(i) The master problem, (ii) The sub problem 

Step-1: We have choose the complicating variable and the initial master problem is solved. If the sub problem is 
infeasible, then artificial variablesare included in the sub problem.  

Step-2:Solved those sub problem, we got dual value. The optimal solution of sub problem and dual value are used in the 
master problem.Solved those master problem again. The process is repeated until no variables with negative reduced cost 
are identified. 

3. Findings and Argument 

By analyzing a number of LP problems, we see that the iteration number of DWD is higher than DBP procedure. 
Furthermore, this study ensures that the dual value does nothave random choice, in particular it could not be negative and 
zero. If we choose zero or negative, then the master problem solutions would be infeasible. But, the DBP procedure could 
not create any more trouble in this sense. We therefore highly recommend that,DWD is not more standard than the DBP 
procedure. Moreover, our improved BD is more effectivethan the DWD as well as the DBP procedure.Similarly, 
weannalyze the prescribed decomposition algorithms into two person zero sum game and transportation problems and 
make a comparison among the decomposition procedures. 
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Abstract:Transportation network flow models are of multidisciplinary field of interest. In classical 

transportation approaches, the flow of allocation is controlled by the cost entries such as North-West corner 

Rule, Least Cost Matrix (LCM) method [Taha (2003)] and/or manipulation of cost entries – so called 

Distribution Indicator (DI) such as VAM method [Taha (2003)], or Total Opportunity Cost (TOC) such as 

Modified VAM method [Islam (2012)]. But these DI or TOC tablesare formed by the manipulation of cost 

entries only. None of them considers demand and/or supply entry to formulate the DI/ TOC table.  

 

Recently Jamali et al. (2017) have developed weighted opportunity cost (WOC) matrix, which is off course a 

new idea, for the control of the flow of allocations.  It is noted that this weighted opportunity cost matrix is 

formulated by the manipulation of supply and demand entries along with cost entries as well. In this WOC 

matrix, the supply and demand entries act as weighted factors. Moreover by incorporating this WOC matrix in 

Least Cost Matrix, authors have developed a new approach to find out Initial Feasible Basic Solution of 

Transportation Problems.  The formulation of WOC matrix is concisely presented below: 

 

Step1 (Finding cell weight): At first we have find out the maximum possible allocation of the cell Cij, which is 
indeed  min (Si, Dj) , where  Si denotes total supply at node i and Dj indicates total demand at node j.  Therefore 
the total possibilityof allocation will be as follow:  ∑ 𝑆 = ∑ 𝐷  
Therefore for each Cij,,its  cell’s weight will be  min (Si, Dj)/∑ 𝑆 .  
Step 2 (Apply weight to each cell): Now as in least cost matrix method as well as in natural role of sense,  
smaller cost cell has larger priority for allocation, so we have form a virtual weighted cost  at cell  wcij, as    

𝑚𝑖𝑛 (𝑆 , 𝐷 )/ ∑ 𝑆 ×  such that each cell cost  𝑐 ≠ 0. In the case of 𝑐 = 0, we put a very large value 

𝑀 × 𝑚𝑖𝑛 (S , D ) such that 𝑀 > 𝑚𝑎𝑥
 ( , )

∑
× ; ∀𝑖, 𝑗and𝑐 ≠ 0 . Note that for more than one zero cell’s 

cost, the weighted cost will be different according to the value of cell’s row supply and column demand i.e.   
𝑚𝑖𝑛 (𝑆 , 𝐷 ). So if there are more than one 𝑐 = 0, among the all zero cell cost,  we have obviously  obtained  
larger weighted cost in that cell where 𝑚𝑖𝑛 (𝑆 , 𝐷 ) is larger. 
 
After formulation of WOC matrix, Jamali et al. (2017) proposed an algorithm, based on LCM method, in which 
the flow of allocation is controlled by the WOC matrix such that the cell with larger weight factor prefers 
allocation first.  Moreover for identical value of wcij,the minimum cost cell will prefer over other one. But in the 



case where there are more than one value of   wcijas well as each of them has same cell cost, then choose 
arbitrarily one of them.  Anyway in that approach, WOC matrix was invariant in every step of allocation 
procedures. That is, after the first time formulation of the weighted opportunity cost matrix, the WOC matrix 
was invariant throughout all allocation procedures. But it is observed that after each allocation upon a cell say 
Cij, one of the corresponding supply entry (Si) or demand entry (Dj)  (which smaller) is vanished and other one 
is reduced to |Si – Dj|. Therefore before next allocation step, the weighted opportunity cost entries correspond to 
row i and column j should be changed. Exploiting this idea, here we have developed a Sequentially Updated 
Weighted Opportunity Cost (SUWOC) matrix for allocation flows in Transportation Problems.  The 
formulation of SUWOC matrix is illustrated briefly below: 
 
Suppose that the cell Cpq corresponds to largest WOC entry (wcpq). Therefore we have allocated the amount of 
min (Sp, Dq) at the cell Cpq. Again let Sp<Dq. So after this allocation to the cellCpq, the capacity of supply at p 
row becomes zero. Therefore this row is cross out along with its weighted cost entries. Again the demand of 
node q belonging to the column  q is reduced to |Dq -Sp|. So all the weighted opportunity cost entries correspond 
to column q will be updated by the reduced demand entry |Dq -Sp| i.e (1/ciq)min (Si,|Dq -Sp|)/∑ 𝑆  for all i and  
j =q. But when 𝑗 ≠ 𝑞, the remain weighted opportunity cost cells are unchanged. Therefore after each allocation 
the WOC matrix is updated and hence allocation flow directions may be changed according to the renew WOC.   
Some experiments have been carried out to justify the validity and the effectiveness of the proposed SUWOC 
matrix in allocation procedure. Experimental results have shown that the SUWOC matrix is better than WOC 
matrix in allocation procedure to find out IBFS of TP. 

Keywords—Transportation algorithm, network flow, Initial Basic Feasible Solution, Cost Matrix, 
Weight factor. 
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Abstract 

In this paper we have studied a discrete SIS epidemic model with logistically grown susceptible class including normal death rate of 
both susceptible and infected population and recovery from infection with immunity. In this model three equilibrium points exist out 
of which one is endemic and other two are disease free. Positivity, Boundedness, Stability, Bifurcation and Chaos of the solutions 
about the equilibrium points are studied. The solutions go through Flip, Hopf bifurcations and Chaos depending on the intrinsic 
growth rate about the endemic equilibrium point. Finally the idea of chaos control is investigated. Theoretical investigations have been 
confirmed   numerically using different parameter values. 
1.0 Model formulation and some results 

Here we considered a discrete SIS epidemic model with the rate of infection is of standard incidence type. Let nS and nI

respectively denote the number of Susceptible (S) and Infected (I) populations at time n. The growth rate of the S-class 

under our consideration is taken as logistic type. Normal death of both susceptible and infected population and recovery of 

the infected population is taken into consideration. Immunity of the recovered individuals is assumed to be weak enough 

so they again become susceptible. Then the normalized discrete SIS model can be taken as,  

1

1

(1 )n n n n n n n n

n n n n n n

S S rS S S I dS I

I I S I dI I

 
 





      
    

             (1)                                                           

wherer is the intrinsic growth rate of the S-class ,  -is the rate of infection, d-is the normal death rate of the population 

and   is the recovery rate of the infected class. Here all the constants are positive.     

The model (1) has three equilibrium points: those are A0 (0, 0), A1 (1-d/r, 0) and A2 (S, I) where 
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(a) The equilibrium point A0 (0, 0) always exists and is a trivial equilibrium point.(b) The second equilibrium point A1 (1-

d/r, 0) will exist only when r d  i.e. intrinsic growth rate of the susceptible individuals is greater than their death 

rate.(c)The third equilibrium A2 (S, I) point will exist only when 01 1R  .  

Theorem 1: The trivial equilibrium point A0 (0, 0) will be  



(i) a sink if (0, 2)Max d r d   and 0 2d    , (ii) a source if r d and 2d   , (iii) of non-hyperbolic type if  

r=d or 2d    and saddle point in all other cases. 

Theorem 2: The disease free equilibrium point A1 (1-d/r, 0) will be (when r d ) 
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or 2r d  and saddle point in all other cases.  

Theorem 3: The endemic equilibrium point A3 (S, I) with 
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3.0 Discussion/Conclusion 
In this paper we have investigate the complex dynamics of a discrete SIS epidemic model. From the  analytical discussion 
it is clear that the discrete model exhibits more complicated behavior compare to the continuous . The intrinsic growth (r) 
rate plays an important role in analyzing the considered discrete model, and it goes through different complex and 
interesting dynamics depending the values of r. The model go through many interesting dynamical behavior like flip 
bifurcation to chaos, Hopf bifurcation to period 11 orbit, invariant circle, cascade to chaotic solution depending on the 
intrinsic growth rate, it also clear that qualitative behaviors of the solution changes with increase of rate of recovery of 
infection and normal death rate. Thus the rate of recovery and the death rate can be taken control parameter for the 
described model. The populations’ patterns of susceptible and infected will be unpredictable behavior in the chaotic zone. 
Finally the feedback control will control the chaos. So this modeling will help planner health service to controlling the 
spreading of the disease.      
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Abstract 
A spatiotemporal predator-prey system with nonlocal prey interaction and the diffusion for both species is considered. The 
nonlocal prey interaction is the nonlocal competition of the members of same species of prey for limited life resources. 
The nonlocal term is characterized by a parameter 𝛿 so that the problem becomes local when 𝛿 → 0. We determine the 
existence of periodic traveling waves for the proposed model, by using the method of continuation. It is observed that 
periodic traveling wave losses stability via anEckhausbifurcation numerically. In addition, we investigate the stability of 
PTWs in the direct partial differential equation simulation in order to compare the results with the Eckhaus bifurcation.  
Keywords:Periodic traveling wave, Eckhaus bifurcation, nonlocal, predator-prey, diffusion. 
1. Introduction 
A reaction-diffusion model has the long kinship with the ecological model. During the last few decades, the predator-prey 
model has become very popular because of its phenomenal diversity. Many mathematical models have been developed in 
order to understand the predator-prey interactions. Most well-known predator-prey model is named after two famous 
scientists Lotka [1] and Volterra [2]. However, Lotka-Volterra model does not consider the intraspecies competition. In 
order to understand the ecological phenomena regulated by the reaction-diffusion system, it is necessary to study the 
existence and stability of the periodic traveling wave solutions (PTWs) of the system.We consider a model proposed in [3] 
based on Halling-Tanner model [4], which is a reaction-diffusion type predator-prey model. The reaction terms associated 
with the availability of species as well as the diffusion terms describe the spreading of the population. We first show the 
existence of PTW solution of the considered predator-prey model then we calculate the wave stability and stability 
boundary in a two-dimensional parameter plane. To understand the stability of the waves we calculate essential spectra of 
the PTWs. 
2. Mathematical model and methods 
The considered predator-prey model is of the following form, 

𝑢 = 𝑢 + 𝑢(1 − ∅ ∗ 𝑢) − 𝐴
𝑢𝑣

𝑢 + 𝐶
 , 

(1) 

𝑣 = 𝑑𝑣 + 𝐵𝑣 1 −
𝑣

𝑢
. 

Here, 𝑢 and𝑣are considered as the population density of prey and predator respectively,𝑡 and 𝑥 denote time and space 
coordinates respectively,𝑑 is the diffusion coefficient, ∗denotes convolution and ∅  is a normalized symmetric step 

function of extent 2𝛿, i.e.,∅ (𝑥) = , when|𝑥| < 𝛿;∅ (𝑥) = 0, when|𝑥| > 𝛿.The solution of (1) satisfy the following 

ordinary differential equations associated with (1), 

𝑈 = 𝑈(1 − 𝑈) − 𝐴 ,𝑉 = 𝐵𝑉 1 − . 

We use the numerical continuation approach to study the PTWs by calculating the essential spectra of wavesvia the 
WAVETRAIN package[5]. 
3. Results and Description 
In the recent mathematical research, the theory of PTWs and determination of such wave in the ecological system makes 
this field a popular research area. Generally, the stability change of PTWs of a partial differential equation is two types: 
Eckhuas and Hopf, in our work Eckhaus type instability occurs. 



Figure 1:(a) Existence of PTW solutions of (1) as a function of parameter 
are for 𝐴 = 1.35, 𝐵 = 0.18, 𝐶 = 0.20 and d = 1. The symbols show the results on 
plane:indicates that there is no PTW exist at that point; the values on the parameter plane indicate the periods of the PTW 
solutions of a given point of 𝛿 and 𝑐. The orange lin
grey lines are the locus of the PTWs with constant period = 15, 35, 50, 100,150.
4. Conclusion 
The present study concerns the understanding of a predator
intraspecies competition of prey. In addition, understanding of existence and stability of PTW in a Halling
reaction-diffusion system. We observed that a small change of the parameter value 
showed the bifurcation diagram and the essential spectrum of the stable and unstable PTWs.
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 Abstract 

The outcome of conduction with MHD mixed convection flow in a triangular enclosure has been investigated here. 
The enclosure consists of constant cold temperature for the left vertical wall and non-uniform hot temperature for 
bottom wall while  the other  inclined wall is adiabatic.  An  external flow enters  the  enclosure  through  the  bottom  
portion  of  the  left  vertical  wall. A uniform magnetic field is applied in the horizontal direction normal to the 
moving wall. The Results are presented in terms of streamlines,  isotherms, average  Nusselt number along  the hot 
wall, average temperature of the fluid in the enclosure and indicate that both the flow and the thermal fields strongly 
depend on the parameters, Reynolds number Re, Hartmann number Ha, Prandlt number Pr, Average Nusselt 
number(Nuav) at the convective regimes. It is also observed that the parameters Prandtl number Pr influence on the 
flow fields and have significant effect on the thermal fields at the convective regimes. 

Keywords: Mixed convection, MHD, Finite element method, Triangular enclosure, Stream function, Isotherms. 

1.1 Introduction 

study  of  mixed  convection  usually  induced  in  enclosed  cavities  or  channels containing heating  
elements  on one of its wall or  on  both walls are  important from  both theoretical  and  practical  points  
of  view. The applicability of  triangular enclosures in  various fields has received a considerable attention 
and to the best of our knowledge the numerous studies related to MHD mixed convection  in  triangular 
enclosure  have not  been yet reported in order  to  investigate  the  heat  transfer  and  fluid  flow  in  such  
geometry. M. Li and T.  Tang  [1]  studied  the  steady  viscous  flow  in  a  triangular  enclosure  by  
efficient numerical techniques.  They found accurate and efficient calculations of the flow  inside a 
triangular  enclosure  are  presented  for  high  Ra  numbers.  Aside  from  solving  equilateral triangular  
enclosure  problem,  they  also  has  been  able  to  compute  numerical  solution  for scalene  triangular  
enclosure  problems. The  phenomena  of  natural convection  in  a  right-angled  triangular  enclosure  is 
studied  numerically  by  Basak  et  al. [2]. In this study they used A penalty finite element analysis with bi-
quadratic elements is used for solving the Navier–Stokes and  energy balance  equations. In the meantime 
Basak  et  al.  [3] studied  natural  convection  and  flow  simulation  in  differentially  heated  isosceles 
triangular  enclosures  filled  with  porous  medium.  In  this  investigation  the  numerical procedure  
adopted  yields  consistent  performance  over  a  wide  range  of  parameters  of Darcy  number, Da

)1010( 35   Da , Rayleigh number, Ra )1010( 63  Ra , Prandlt number, Pr )1000Pr026.0(  in all 
cases.  

1.2 Mathematical formulation of the problem 

For laminar incompressible thermal flow, the buoyancy force is included here as a body force in the v-
momentum equation, in this predicament. After invoking the  Boussinesq approximation and neglecting 
radiation and viscous dissipation the  non-dimensional  governing equations can be expressed as: 
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1.3 Code Validation 

 
 

 
 Isotherm                                   Streamline 
 
 

1.4 Numerical Analysis 

The Galerkin finite element method [4, 5] is used to solve the non-dimensional governing equations along 
with boundary conditions for the considered problem.  The equation of continuity is used as a constraint 
due to mass conservation and this restriction may be used to find the pressure distribution and isly fulfilled 
for large values of this penalty constraint. Then the velocity components (U, V), and temperature () are 
expanded using a basis set. The Galerkin finite element technique yields the subsequent nonlinear residual 
equations. The non-linear residual equations are solved using Newton–Raphson method to determine the 
coefficients of the expansions. The convergence  of solutions is assumed when the relative  error for each 
variable between  consecutive  iterations  is  recorded  below  the convergence criterion   such  that

41 10)(   nn , where n is  the number of  iteration  and   is  a  function of U, V  and .  

1.5 Result and Discussion 

Study on MHD mixed convection flow and heat  transfer  in  a  triangular enclosure were numerically 
investigated.  The following major conclusions were drained: 

 The MHD has significant effect on the flow and thermal distributions in the triangular enclosure.  
 The heat transfer rate increase steadily with the increase of Ra due to increasing of Ra number 

refers that the fluid flow switch from conductive to convective heat transfer. The bulk Temperature 
decreases smoothly with the increase of Ra because at constant conductivity bulk temperature is 
inversely proportional to the Nuav . 

 The heat transfers rate augment with the increase of Ra because when Pr number increases, the 
convective heat transfer dominated inside the flow field.  
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To obtain grid independent solution, the result 
of different grid meshes for Ra = 105 is 
considered. The total domain is discretized into 
13398 elements that results in 80388 nodes with 
Pr = 0.71for Pure natural convection.The 
results were compared with those reported by 
Basak et al.[2], shows that, the numerical  
solutions  (present work and Basak et al. [2]) 
are in good agreement. 
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Figure 1: Comparison between Basak et.al.[2] and 
present work.  
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Abstract 

We use Galerkin finite element method (GFEM) to solve second order linear and nonlinear boundary value 
problems(BVPs).First, we develop FEM formulation for a class of linear and nonlinearBVPs.Then we present 
convergence analysis of the method. Later, we give the solution of some nonlinear BVPs with Diritchlet, 
Neumann and Robin boundary conditions. All results are compared with the exact solution and sometimes with 
the results of the existing method to verify the convergence, stability and consistency of this method. The results 
are depicted graphically as well as in the tabular form. 
 

Finite Element Formulation for Second Order Non-linear BVPs 
Consider the radiation fin. The fin is assumed to liberate heat to its surrounding only through radiation. By using the one-
dimensional form of the energy equation, the following nonlinear BVP is obtained for the solution of the temperature 
distribution [1] 
𝑑 𝑈

𝑑𝑅
+

1

𝑅 + 𝜌 
−

𝑡𝑎𝑛𝛼

(1 − 𝑅)𝑡𝑎𝑛𝛼 + 𝜃

𝑑𝑈

𝑑𝑅
−

𝛽𝑈

(1 − 𝑅)𝑡𝑎𝑛𝛼 + 𝜃
= 0 ,       1 ≤ 𝑅 ≤ 3                                  (1𝑎) 

 

𝑈(0) = 1and =                                                                                                                                 (1𝑏) 

Following the procedure GFEM for linear and assembling those matrices following the above procedure, we find a 
nonlinear system of equation whose matrix form is 

[𝐾 +  𝐿]{𝑎} =  {𝐹 }(2) 
which gives 𝑁 × 𝑁 stiffness matrix. For finding initial values of  𝑎 , we neglect the nonlinear term 𝐿 from equation (11), 
then the equation (2) becomes 
[𝐾]{𝑎} =  {𝐹 }(3) 
Then we can find the initial values of coefficients𝑎 solving equation (3) by the method described in the previous section. 
After getting the values of  𝑎 , we substitute into equation (2) and starts Picard iteration [2]. The iteration process will 
continue until we find the desired accurate values of  𝑎 . Then substituting the values of   𝑎  into trial solution, we get a 
piece-wise polynomial with variables 𝑥  for each element. Here we just use only 31 nodes with 20 iterations, where Siraj-
ul-Islam [1] use 256 nodes by using collocation method with the Haar wavelets. 
Here we use 𝜌= 0.5, 𝛼= 60, 𝜃= 0.05 and 𝛽= 0.1. 
Example 1: 
Here we consider a nonlinear boundary value problem with Diritchlet BoundaryConditions.This problem arises in the 
finite deflections of an elastic string under atransverse load [3] 

𝑑 𝑢

𝑑𝑥
=  − 1 + 𝜎

𝑑𝑢

𝑑𝑥
,             0 ≤ 𝑥 ≤ 1                                                                                                 (20𝑎) 

𝑢(0) = 0and𝑢(1) = 0                                                                                                                              (20𝑏) 

Here we use 𝜎 =    . Using 20 quadratic elements and 10 iterations for example 1, we find the results with maximum 

accuracy 4×  10 . Cuomo and Marasco [3] found maximum accuracy 2 ×  10 by using finite difference method. 
 
Example 2: 
Now we consider a nonlinear boundary value problem with Neumann Boundary Conditions. This equation is the well-
known Burgers’ Equation.The one-dimensional Burgers’ equation is as follows[4] 

𝑢 + 𝑢𝑢 + 𝑢 =  
1

2
sin(2𝑥)       0 ≤ 𝑥 ≤  

𝜋

2
                                      (24𝑎) 

𝑢 (0) = 1and𝑢 = 0                                                                                                                                      (24𝑏) 



By applying GFEM with 30 quadratic elements and 15 iterations we get maximum accuracy 5.26197255 ×  10 . 
 
Example 3: 
Here we consider a nonlinear boundary value problem with the Robin Boundary Conditions [5]. 
𝑑 𝑢

𝑑𝑥
=  

1

2
(1 + 𝑥 + 𝑢) ),                                     0 < 𝑥 < 1                                                                                (26𝑎) 

𝑢 (0) − 𝑢(0) =  − and𝑢 (1) + 𝑢(1) = 1                                                                                              (26𝑏) 

By applying GFEM with 30 quadratic elements and 10 iterations, we find maximum accuracy 4.27368752 × 10 10where 
Islam and Shirin [5] have found1.508438× 10 by using Galerkin Method with the help 10 Bernoulli polynomials and 8 
iterations. 
6. Conclusion  
In this paper, we have provided a detail formulation for Generalized Galerkin finite element method for the case of both 
linear and nonlinear boundary value problems with convergence analysis. We have also given the solutions of three 
nonlinear second order BVPs with Diritchlet, Neumann and Robin boundary conditions and one nonlinear Eigen Value 
problem. From these results, we can conclude that GFEM can be applied as a general technique to find the numerical 
solution of nonlinear BVPs instead of finite difference method, Galerkin method and Collocation method with haar 
wavelets. 
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Abstract 
 

Body of the extended abstract 
The outcomes of this research are (a) We have identified the financial states of Dhaka Stock Exchangefrom 2006 to 2012. 

(b) We can give an early warning of financial market crash. (c) We can make a stable market. The Correlationtechnique is 

applied to the return of daily closing prices of 92 stocks making one month time window for each year. 

For mathematical analysis we used (a) Raw Stock Correlations, given by 

 

𝑟 (𝑡) = log[𝑃 (𝑡)] − log[𝑃 (𝑡 − 1)] 

(b) Residual Correlation, given by 

 

                            𝐶(𝑖, 𝑗) =
〈(𝑟 ) − 〈𝑟 〉) ∙ 𝑟 − 〈𝑟 〉 〉

𝜎 𝜎
 

(c) The Index Cohesive Force,  

                                      𝐼𝐶𝐹(𝜏) =
〈𝐶(𝚤, 𝚥)〉

〈𝜌(𝚤, 𝚥|𝑚)〉
 

 

Using above formula in MATLAB programming we found that, the average cross-correlation increases significantly in 

2011-2012 which indicates the financial crisis of Dhaka stock exchange. However, in 2011(just before the financial 

market crush), the average correlations show the lower values in comparison of our investigation period, which can be 

used as a warning of financial market crash.The index cohesive force (ICF) is calculated and we observe that ICF is 

higher during the periods of 2011-2012 indicating the severe periods of the market. Finally, we calculate the variations of 

correlation entropy with average stock index correlation also identify the financial states of the market. The change of ICF 

and correlation entropy can identify the financial states and which can be used as an indicator of upcoming crisis. 

 
Discussion/Conclusion 
We propose the ICF as a new system-level parameter, which provides an efficient measure to describe and quantify the 

market dynamical state, and which can be used as a tool to monitor the stability of stock markets. We found during 2011 

and 2012 Dhaka stock market was completely unstable. The stability of the markets is crucial for the Bangladesh 

economics, thus this tool can be very important to governments.     
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Abstract 
This paper shows the influence of dissipation parameter on unsteady laminar boundary layer flow of viscous compressible fluid past a 

heated circular cylinder. The effect of different parameters on the local shear stress, local heat transfer rate, streamlines and 
temperature of the fluid is analyzed here by adopting three distinct solution procedures to find out the result. 

Introduction 
There are so many real life problems which arise because of peoples demand or vast technology and most of them are 
related to unsteady compressible boundary layer flow. This type of flow over different types of bodies have earned 
importance in aerodynamic problems, particularly, flows through turbomachinery blades or over rotating blades of 
helicopter, about fluttering wing sections,  aero-dynamic bodies having cooling surface or high speed velocity. The 
researchers then made a lot of experimental investigations on compressible boundary layer flow. Brown [1]considered the 
effect of heat transfer on boundary layer growth of a main stream which instantaneously past a heated cylinder for small 
Mach number, M0. Another investigation was done by Stewartson [2] where he illustrated the correlation between 
incompressible and compressible fluid. Shi et al. [3] researched about the heating impact on horizontal laminar flow of air 
past a circular cylinder both for steady and unsteady.Further, dynamic mesh method was used by Wang et al. [4] for 
transient flow around an impulsively started cylinder.Recently, Chen et al. [5] had observed the unsteady compressible 
boundary layer flow past a heated cylinder and obtained the result by using three different methods ignoring the impact of 
the viscous dissipation term. In this paper, the influence of viscous dissipation parameter on transient compressible 
boundary layer flow is considered with a variable fluid property where the viscosity is a temperature dependent function. 
If the fluid is compressible then there will be an effect of dissipation parameter which is a function of Mach number. So, 
the dissipation term is taken into account here along with the impact of it on the local shear stress and local heat transfer 
rate. The governing equations related to this project are turned into the following form by using an appropriate 
transformation,   

 

 
 

2 2 1 3 1 5 3

1 1 1
20 0 0

1 1 1

2 2 1 3 1

1 1
0 0

1 1

1
(1 ) cos (1 ) cos (1 )

2

(1 ) sin

c c c
F e F e X FF F e X

c c c

c cF F F
e X F F

c c X X

  
  

  

 
 



 



  
  

  

 
 



     
              

     
 
                         

 

 
(1) 

   

  

2 2 1 2 2 13 1 3 1

1 1 1 1
0 0 0 0

1 1 1 1

2

1 1
(1 ) cos (1 ) sin

Pr 2

Pr 1
2

Pr

c c c c F
e e XF e X F

c c c c X X

Ec F FF

  
   

       


  
   

  

 
                                          

 
    

 
(2) 

where 0c  and 1c  are the velocity of sound at some standard states and in the main stream, respectively, γ is the ratio of 

specific heats, S   is the temperature function defined as,     2 2 20
0 12

1 1 1

1 1
1 1
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, Prandtl number,

Pr pC  , Eckert number, 
3

2 2
0 0

1 1
/ 1

2 2
Ec M M

         
   

, Mach number, M0=U0/c0 , U0 is the potential flow velocity, κ is 

the thermal conductivity, μ is the dynamic viscosity and Cp is the specific heat at constant pressure, P. The associated 
boundary conditions are,  



1

( ,0, ) 0, ( ,0, ) 0, ( ,0, ) 1 ,

( , , ) 1, ( , , ) 0

wT
F X F X X

T

F X X

    

  

    

    

 (3) 

Here, α is the surface temperature parameter, Tw is the wall temperature, the prime denotes differentiation with respect to 
ηwhereη is the dimensionless similarity variable.   
 
Results and discussion 
The aim of this project is to visualize the influence of the viscous dissipation parameter on unsteady laminar boundary 
layer flow of compressible fluid. Here, three different types of solution methods used to find out the result for different 
time regions. These three different types of methods carried out to make a numerical simulation to validate the results. 
The perturbation method uses for short time, local non similarity process needs to find the values for long time and for all 
time the implicit finite difference method is used to gain the results in terms of local shear stress and local heat transfer 
rate.    
The streamlines and temperature of the fluid for different values of Mach number, M0, at α=1.0and Pr=0.72 are illustrated 
in the Fig. 1. The size of the vortex decreases with the increment of Mach number, M0. As a result, the separation point 
increases since the separation point has measured from the left side of the heated cylinder. On the other hand, the thermal 
boundary layer of the fluid decreases with the increasing value of Mach number. That is, the area of the vortex and the 
temperature of the fluid reduce owing to the amplification of Mach number, M0 but the separation point arises. 

 
 
Fig. 1. Streamlines and temperature profile for different values of Mach number, M0, at α =1.0 and Pr=0.72. 
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Abstract 
In this article, we deal with some elements of the theory of ℤ -graded rings, modules and algebras. ℤ -graded 
tensor algebra, Lie superalgrbras and matrices with entries in a ℤ -graded commutative ring are also treated. 
At the end we have developed a condition on graded 𝑅-algebra for a matrix 𝑋 ∈ 𝑀 [𝑚|𝑛] to be invertible 
which could be useful to the further research in this field.  

Discussion 
Nowadays a large body of literature is available concerning graded algebras, mainly over the real or complex numbers 
(usually called super-algebras), their representations, etc. Classical references and  most common notations and basic 
results are treated in this article. We start with an arbitrary group 𝐺 and introducing 𝐺-graded algebraic objects and for a 
given graded-commutative ring 𝑅 and 𝑅-module morphism, relative to the canonical bases of 𝑅 |  and 𝑅 | , as a 

(𝑝 + 𝑞) × (𝑚 + 𝑛) matrix with entries in 𝑅, 𝑋 =
𝑋 𝑋
𝑋 𝑋

, which acts on column vectors in 𝑅 |  from the left.At first 

we have define the radical of a graded-commutative ring 𝑅 as the graded ideal ℛ obtained by intersecting all maximal 
graded ideals of 𝑅.Then we have expressed the graded tensor product of two graded 𝑅-modules 𝑀, 𝑁 is by definition the 
usual tensor product, obtained by regarding 𝑀 as a right module, and 𝑁as a left module, equipped with the gradation.Then 
we have formed the graded 𝑅-module ℒ(𝑀 , … , 𝑀 ; 𝑄) by the graded 𝑅-multilinear morphisms. Also the graded tensor 
product 𝑃 ⊗ 𝑄 of two graded 𝑅-algebras 𝑃and 𝑄have been defined as the tensor product of the underlying 𝑅-modules 
equipped with the multiplication naturally induced by those of𝑃and 𝑄.Thus we have ascertained the relationship existing 
between the exterior algebra ∧ 𝑀∗and the modules of alternating graded multi-linear forms.Finally, this article inducesthe 
theorem “A matrix in 𝑋 ∈ 𝑀 [𝑚|𝑛]  is invertible if and only if 𝜎(𝑋) ∈ 𝐺𝐿[𝑚 + 𝑛]” on a matrix of graded 𝑅-algebra.  
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Abstract 

An analysis is performed to explore the problem on the transient laminar two-dimensional mixed convection boundary layer flow of a 
viscous incompressible fluid past a vertical wedge in presence of magnetic field. The effect of different parameters on the skin friction 

coefficient and local Nusselt number of the fluid is investigated here by adopting three distinct solution procedures to find out the 
result. 

 
Introduction:  
The magnetohydrodynamic boundary-layer flow find its application in many engineering problems in the field of 
aeronautics and aerodynamics. It is the behavior of electrically conducting fluid in the presence of magnetic field. Smith 
[1] initiated the study of the unsteady, incompressible forced convection, boundary-layer flow past a semi-infinite wedge 
impulsively set into motion. The unsteady mixed convection boundary-layer flow along a symmetric wedge with variable 
surface temperature has been analyzed by Hossain et al. [2]. The MHD boundary-layer flow, which finds its application in 
nuclear reactors and in the boundary layer control in the field of aeronautics is extensively studied by Sparrow and Cess 
[3]. Motivated by the aforementioned investigations, the present analysis is devoted to study the transient, laminar mixed 
convection boundary-layer flow of an incompressible, viscous fluid past a wedge with the presence of magnetic field. 
Using the necessary transformation the obtained dimensionless governing equations for the flow are: 
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(2) 

The corresponding boundary conditions transform to 

   , ,0 , ,0 0,F F      , ,0 1G   
, 

 , , 1,F      , , 0G            (3) 

In the above equations, /pPr = C  is the Prandtl number,
2/L LGr Re is the mixed convection parameter(termed as the 

Richardson’s number) and 2 2
0 /M B L U    is the magnetic field parameter.Here prime denotes differentiation of the 

functions with respect to   only. The above equation is applicable for 0 .   In practical applications, two physical 
quantities of primary interest are to be determined, such as, surface shear stress and the rate of heat transfer at the surface.

 Results and Discussions: 
The main interest of this present study is to find the effect of magnetic field on the transient mixed convection boundary 
layer flow.The obtained numerical results by three distinct methods are presented through graphical illustrations. 

From  Figure 1(a) and 1(b) it is observed that when magnetic parameter increases, then both the local skin-friction 
and local Nusselt number decrease.It is observed from Figure 2(a) and 2(b) that the local skin friction is decreased  



considerably while the local Nusselt number increases as ξ increases. 

 
 (a)  (b) 

Figure 1: (a) Local skin friction and (b) Local Nusselt number for different values of magnetic parameter M against τ for  
Pr=0.72, m = 0.5 and λ =0.5 at ξ = 0.3 obtained by three distinct methods. 

 
 (a)     (b) 
Figure 2: (a) Local skin friction and (b) Local Nusselt number against ξ at different time steps for Pr=0.72, M=1.0, m = 

0.5 and λ =0.5 obtained by three distinct methods. 
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Abstract 

The present study concerns with a coupled reaction
infectious diseases. Our numerical direct PDE simulation results show
they are periodic traveling waves.In this work,we use numerical continuation methods to calculate the region of 
rate parameter-wave speed plane in which patterns exist.Finally,we find that our results consistent with empirical data.
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1.  Introduction  
The investigation of the spread of epidemics is an important issue to the research
recorded history of diseases, there have been epidemics, sudden outbreaks of a disease that affects a substantial portion of 
the population in an area before it extinct. Within the last decades, we have faced the emergence of infectious diseases like 
HIV/AIDS, Ebola virus [1], Nipah virus, West Nile 
epidemic in Philadelphia in 1793 in which about 5000 people died out of 
epidemic in the USA. The research results are helpful to compute the developing tendency of infectious diseases to 
determine the key factors of the spread of infectious diseases and to seek the optimum strategies of prohibiting and 
controlling the spread of diseases[2]. More recently, many studies show that the spatial epidemic model is an appropriate 
tool for investigating the fundamental mechanism of com
 
2.Model 
As, we know the standard epidemic model [3] has the equation of the form:

𝜕𝑆

𝜕𝑡
= 𝐴 − 𝑑𝑆 − 𝛽𝑆

 

𝜕𝐼

𝜕𝑡
= 𝛽𝑆𝐼 − (𝑑 +

 

where the reaction terms 𝑓(𝑆, 𝐼) = 𝐴 − 𝑑𝑆 −
𝑆and 𝐼 is susceptible individuals and is the already infected individuals.
infection rate, the recruitment rate of the population, the natural death rate, the disease
diffusion coefficients are𝐷 and𝐷  . 

3. Results and discussion 
In this section, we study the existence of periodic traveling wave solutions of 
the existence of periodic traveling wave solutions of the model (1), we use the numerical continuatio
WAVETRAIN [4].  

                                 (a)                     (b) 
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The present study concerns with a coupled reaction-diffusion system for SIS epidemic model in order to understan
infectious diseases. Our numerical direct PDE simulation results show that they move with constant shape and speed meaning that 

.In this work,we use numerical continuation methods to calculate the region of 
wave speed plane in which patterns exist.Finally,we find that our results consistent with empirical data.

diffusion equation, epidemic model, periodic traveling wave, bifurcation analysis.

The investigation of the spread of epidemics is an important issue to the researchers. From the very beginning of the 
recorded history of diseases, there have been epidemics, sudden outbreaks of a disease that affects a substantial portion of 

opulation in an area before it extinct. Within the last decades, we have faced the emergence of infectious diseases like 
virus, West Nile fever, SARS, Dengue fever, Cholera, Malaria, etc. T

elphia in 1793 in which about 5000 people died out of the total population on 50,000 was the first key 
epidemic in the USA. The research results are helpful to compute the developing tendency of infectious diseases to 

d of infectious diseases and to seek the optimum strategies of prohibiting and 
controlling the spread of diseases[2]. More recently, many studies show that the spatial epidemic model is an appropriate 
tool for investigating the fundamental mechanism of complex spatiotemporal epidemic dynamics.

we know the standard epidemic model [3] has the equation of the form: 

𝛽𝑆𝐼 + 𝐷
𝜕 𝑆

𝜕𝑥
, 

 

(1) 

( + 𝜇)𝐼 + 𝐷
𝜕 𝐼

𝜕𝑥
, 

 

− 𝛽𝑆𝐼 and  𝑔(𝑆, 𝐼) = 𝛽𝑆𝐼 − (𝑑 + µ)𝐼describes the local kinetics of variables 
is susceptible individuals and is the already infected individuals.And the parameters𝛽, 𝐴

nt rate of the population, the natural death rate, the disease-related death rate respectively.

    
    

we study the existence of periodic traveling wave solutions of the model. For a detailed numerical study of 
the existence of periodic traveling wave solutions of the model (1), we use the numerical continuatio
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the model. For a detailed numerical study of 
the existence of periodic traveling wave solutions of the model (1), we use the numerical continuation package 



Figure-1. (a) Showing the stable PTWs inmodel (1) for 𝛽=35. (b) The existence of PTWs of the model(1). 
Figure 1(a)shows thepartial differential equation simulation in one dimension of the model.Space-time plot for a stable 
periodic traveling wave for the system size

xL  =90 and the special period 
lL  =30.The results show that they move with 

constant shape and speed. (b) Shows the existence of periodic traveling wave solutions of the model (1) as a function of 
the force of infection parameter  and the wave speedc. We consider parameter   as a free parameter from the 

ecological point of view, where the other parameter A =1, d =a,  =1.82, D1=0.6, D2 =0.1. The symbols and values 

show the results on the 10×10 grid in the c  parameter plane: triangle symbol indicates that there is no PTW exit at 
that point and the values on the parameter plane indicate the period of the PTW solutions. 
4.Conclusion 
We have, first, studied essential mathematical biology in order to understand basic idea about the epidemic models 
through literature review. We showed the existence of periodic traveling waves in the direct PDE simulation. Moreover, 
we have investigated the existence of periodic traveling waves in the model via the continuation package WAVETRAIN 
[4].   
References 
[1]   Chandran, Kari, et al. "Endosomal proteolysis of the Ebola virus glycoprotein is necessary for infection." Science 
         308.5728 (2005): 1643-1645. 
[2]    Jianhong Wu, Zhien, Yicang Zhou, and Ma. Modeling and dynamics of infectious diseases. Vol. 11. World  
.Scientific, 2009 
[3]   Gui-Quan, Sun. "Pattern formation of an epidemic model with diffusion." Nonlinear Dynamics 69.3 (2012): 1097- 
        1104 
[4]     J. A. Sherratt. “Numerical continuation methods for studying periodic travelling wave (wavetrain) solutions of  
partialdifferential equations,” Applied Mathematics    & Computation, vol. 218 (2012), pp. 4684–4694. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



P23: Fluid 

Numerical Simulation of non-Newtonian Fluid flow in a Lid-Driven Wavy Cavity. 

Sharaban Thohura1, Md. Mamun Molla2* and M. M. A. Sarker3 

1Department of Mathematics, Jagannath University Dhaka-1100, Bangladesh 
2Department of Mathematics & Physics, North South University, Dhaka-1229, Bangladesh 

3Department of Mathematics, Bangladesh University of Engineering & Technology, Dhaka, Bangladesh 
*Corresponding author:  

2) E-mail: mamun.molla@northsouth.edu 
 

Abstract 
In this study, the laminar flow of non-Newtonian fluid inside a lid-driven wavy cavity has been examined using a numerical scheme 
based on finite volume method considering the power-law model. Collocated grid arrangement of variables is used, and the pressure-
correction method is applied using the SIMPLE algorithm. The top and bottom walls of the cavity are considered to be straight while 
the vertical side walls are wavy. The governing two dimensional unsteady incompressible Navier-Stokes equations were initially non-
dimensionalized using appropriate transformation. Then the dimensionless form of these equations is transformed to curvilinear 
coordinates to simulate wavy geometry. The transformed equations are then discretized with appropriate boundary conditions to deal 
with the non-orthogonal grids. The code is first validated against the existing benchmark results for two-dimensional lid-driven square 
and skewed cavity problem considering both Newtonian and non-Newtonian fluids. Then the code is applied for the wavy cavity 
problem involving non-Newtonian fluid which can be described by the power-law model. Moreover, grid independence test has been 
performed for the wavy cavity for different values of the power-law index. Reynolds number and power-law index are two important 
parameters which can describe the flow behavior of non-Newtonian fluid in the wavy cavity. The consequent numerical results are 
presented in terms of the velocity, streamlines, velocity vector as well as vortices for the different values of power-law index. 
Formulation of the 
Problem:For the present 
study, the flow is laminar and 

incompressible which is governed by the conservation equations of mass and momentum equations. For non-Newtonian 
fluid flow, these equations can be written in the following dimensional form 

0 u ,                                                                
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where( x , y ) are the dimensional coordinates and ( u ,v)are the velocity components parallel to ( x , y ). Also 
denotes the density of the fluid,  is the shear-rate dependent viscosity and tdenotes time, p is the pressure of the fluid.  

The dimensional form of the shear stress can be expressed in terms of the shear rate as   .In the power-law 

model, the apparent or effective viscosity 
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1 is the second invariant of the rate-of-strain tensor and n is the flow behavior index. This 

relation approximately describes the behavior of a real non-Newtonian fluid. For values of n less than unity the viscosity 
is shear-thinning, for the viscosity is Shear-thickening and for the above equation reduces to Newtonian viscosity model. 

  
Fig1: Schematic view of driven wavy cavity flow. 
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Results and Discussions: 
To examine the effect of the power-law index on fluid flow, we have kept the values of the Reynolds number fixed, and 
the values of the power-law index have been varied from 0.5 to 1.5. Fig. 2 Shows that u-velocity and v-velocity along the 
vertical and horizontal centerlines of the cavity respectively considering different values of n and Re=100. As seen from 
Figure, the increase of n leads the velocity to near top and bottom of the cavity. It is clear that the configuration of v-
velocity appears a sinusoidal profile, and becomes sharper with an increase of n, and also the peak values of v-velocity 
along the horizontal centerline increase also with the increase of n. This is right agreement with the rheological behavior 
of the non-Newtonian fluid; in shear thinning (n=0.5) case, the flow behaves more close to an inviscid fluid, and the 
values of u-velocity is lower compared to a Newtonian (n=1) fluid and shear thickening (n=1.5) fluid. We can get some 
idea regarding the behavior of the fluid inside a wavy cavity from the variations of velocity components as discussed 
above. To get a better idea, we have plotted the streamlines for different values of the power-law index in case of Re=100, 
which have been shown in Fig. 3. 

 
 

 

Fig3: Streamlines for lid-driven wavy cavity flow for various values of power-law index n and Re=100. 
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Abstract 
Vegetation patterns are an important feature of semiarid ecosystems, since they may contain important biological information not only 
about the current state of the ecosystem but also about future transformations. We study the stability of one class of such patterns, 
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Fig2: Effects of power-law index on velocity profiles of the flow in a lid-driven wavy cavity. 
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traveling waves, which can appear in systems where the landscape orography induces water transport. This paper contains a detailed 
numerical bifurcation analysis of pattern formation in the "extended Klausmeier model", meaning that the basic model is augmented 
by a diffusion term for water. By using numerical bifurcation analysis, we investigate the role of rainfall in determining the stability of 
periodic traveling waves (PTWs) and how some properties of those PTW depend on water transport parameter. In order to compare 
this result with the spatiotemporal pattern in the direct simulation, we find that when it passes a critical value of rainfall parameter a 
stable pattern becomes unstable and finally disappear. 
Keywords: Periodic traveling wave, Eckhaus bifurcation, spatiotemporal pattern, semi-arid ecosystems 

1. Introduction  

Banded spatial patterns of vegetation are a striking characteristic feature within spatial ecology [1]. Different types of 
landscape-scale patterns, e.g., labyrinthine, spotted, striped, gapped have documented in field data [2]. Banded spatial 
patterns of vegetation typically occur in hillsides. These patterns are most features on a gentle slope, where they are 
oriented parallel to the contours. Recent research studies show that the increasing temperatures, decreasing rainfall, and 
the uprising of grazing animal are responsible for imminent regime shifts. However, self-organized vegetation patterns in 
semi-arid ecosystems play a striking role as potential early warning signals of environments. Over past decade, they have 
been the subjects of intensive research. Therefore, there are broad ranges of theoretical models to understand mechanisms 
of stripped vegetation in semi-arid environments. 
 
2. Model 

The hypothesis of extended Klausmeier model [2] has been formulated in terms of plant biomass 𝑢(𝑥, 𝑡) and water 
density 𝑤(𝑥, 𝑡). The equations have the form 

𝜕𝑢

𝜕𝑡
= 𝑤𝑢

 

− 𝐵𝑢

 

+
𝜕 𝑢

𝜕𝑥

 

, 

 

 
 
 
                                   (1) 

𝜕𝑤

𝜕𝑡
= 𝐴⏟ − 𝑤⏟ − 𝑤𝑢

  

+  𝜈
𝜕𝑤

𝜕𝑥

  

+ 𝑑
𝜕 𝑤

𝜕𝑥
. 

 

This is a non-dimensional version of the model: details of the model are given in [2]. The spatial coordinate 𝑥 is measured 
in positive uphill direction and 𝑡 represents time. The dimensionless parameters 𝐴, 𝐵, 𝜈 denote the average yearly rainfall, 
the measure of plant loss and steepness of the slop representing a combination of ecological quantities.  
3.  Existence and Stability of Periodic Traveling Wave Solutions 

Pattern solutions of (1) move constant shape and speed meaning that they are periodic traveling waves. The spatial 
patterns can be investigated via traveling wave coordinate 𝑧 = 𝑥 − 𝑐𝑡, where 𝑥 and 𝑡 are the space and time coordinates 
respectively, and 𝑐 > 0 denotes the wave speed.   

 

 
  

                       (a)                      (b)                        (c ) 
Fig. 1. (a) Showing the existence and stability of PTWs in model (1). (b) A stable PTW for A = 1.60. (c) An 
unstable PTW for A = 1.20. 

 



Figure 1(a) shows the 𝐴 − 𝑐 parameter plane in which patterns exist. This figure illustrates the existence and stability of 
the PTWs of (1) as a function of the rainfall parameter 𝐴 and the wave speed 𝑐. We consider parameter 𝐴 as a free 
parameter from the ecological point of view, while the other parameters areB = 0.45, υ = 182.5 andd = 500. The 
triangles on the 𝐴 − 𝑐plane show that there is no periodic traveling wave solution at that point while the filled circles 
show the existence of periodic traveling wave solutions. The blue line indicates Eckhaus instability boundary between 
stable (S) and unstable (U) PTWs. The orange line indicates the locus of Hopf bifurcation points. The pink line indicates a 
locus of homoclinic solutions. The gray lines are the loci of the PTWs with fixed periods 25, 50 and 100. All calculation 
is computed using WAVETRAIN [3]. 
We calculate spatiotemporal pattern in the direct PDE simulation in figs. 1(b)-1(c). We consider an implicit finite 
difference scheme with periodic boundary conditions. Figure 1(b) illustrates the stable pattern of PTW for the system size 
=100 at A=1.60, i.e., the spatial period 25. Figure 1(c) indicates the unstable pattern of PTW for A=1.20. It is apparent 
that the PTW of four pulses in the medium disappears into the PTW of two pulses having the sufficiently large period, i.e., 
the spatial period 50. Our numerical results suggest that pattern formation is an outcome of decreasing annual rainfall. 
4. Conclusion 

We have unravelled the complicated dependence on parameter values of pattern existence. The most significant aspect of 
our results was the calculation of the region of pattern existence and the stability of the solutions. As we slowly decreased 
the rainfall parameter in the direct PDE simulation; we found that wavelength significantly increases.   
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Abstract 

 

The present study deals with Magneto-hydrodynamics (MHD)natural convection flow in a square cavity with different positions of 
heated circular block. The left and right vertical walls are maintained at constant cold temperature. The bottom wall is uniformly 

heated while the upper wall of the cavity is well insulated. The governing equations are solved numerically by Finite Volume Method 
(FVM). Effects of Rayleigh (Ra), Hartman (Ha) and Prandtl (Pr) numbers at the different positions of the circular block inside the 

cavity were analyzed. Parametric results are presented in terms of streamlines, isotherms, velocity, temperature fields, local Nusselt 
number and average Nusselt number. 

 

1. Introduction 
The MHD natural convection has drawn the interest of a large number of researchers because of its various applications. 
Pirmohammadi and Ghassemi [1] examined an effect of magnetic field on convection heat transfer inside a tilted square 
enclosure and found that the heat transfer phenomena inside the enclosure depend strongly upon both the strength of the 
magnetic field, inclination angle and the Rayleigh number. Jami et al. [2] studied in a square enclosure containing a solid 
cylinder located at an arbitrary position on natural convection.Meanwhile Jani et al. [3] investigated magneto-
hydrodynamic free convection in a square cavity and observed that, for low Rayleigh numbers, by increase in the Hartman 
number, free convection is suppressed and heat transfer occurs through conduction mainly. Bhuiyan et al. [4] studied the 
effect of magnetic field in a square cavity with semicircular heated block. As per author’s knowledge the literature review 
revealed that in a square cavity with different positions of a heated circular block was not used in the magneto-
hydrodynamic natural convection flow. 
 
2. Governing equations 
The cavity is filled with fluid that is considered Newtonian, steady, incompressible and laminar. The dimensionless 
governing equations are presented as follows: 
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3. Numerical Technique 



The nonlinear governing PDEs are transferred into a system of integral equations by applying GWR method. To combine 
the velocity field and pressure in the momentum equations, the SIMPLER algorithm is used. The systems of linear 
equations are solved iteratively using TDMA algorithm. 
 
4. Results and discussion 
A computational study is made to evaluate the effect of circular heated cylinder for two-dimensional laminar steady state 
natural convection within square cavity for uniformly heated bottom wall and cooled left and right walls. The circular 
heated cylinder was set into various places of the square cavity. When the heated cylinder is situated at left down corner 
of the square cavity, the positive vortex value is very large. Besides, the symmetric vortex lines are produced if the heated 
cylinder is in the centre of the square cavity. In fig. 3, variation of local Nusselt number along heated horizontal wall of 
the cavity with different Hartman numbers at Ra = 10000 and Pr = 0.71 are also presented in this paper. 
 

   

Fig. 1. Streamlines for various position of the heated cylinder when Ra = 105, Ha = 50 and Pr = 0.71 

 

 
Fig. 2. Variation of local Nusselt number along heated horizontal wall of the cavity with different 
Hartman numbers at Ra = 10000 and Pr = 0.71 
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Abstract 

On a sloping beach, waves become unstable and break resulting wave energy dissipates by air bubbles, bottom friction, turbulence and 

coastal forests etc. To calculate the wave energy dissipation, there is no efficient model yet. Hoque and Aoki (2014) has recently 

developed a wave transformation model in the surf zone that takes into account the effect of air bubbles. Svendsen (1987) developed 

an energy dissipation model based on turbulence effects. Dean and Bender (2006) calculated energy dissipation by vegetation effects. 

In this paper, these three effects (air bubble, turbulence and vegetation) have been used jointly to calculate the wave height and wave 

setup in the surf zone. 
 

Mathematical Equations 
 

Energy and momentum balance equations 

can be written respectively 
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where  denotes a free parameter,   is the 

elevation of the mean water level and Sxx is 

the radiation stress. Moreover, Dair, Dtur and 

Dveg represent dissipation term by air, 

turbulence and vegetation.  

 

 
Solutions 

Equations (1) and (2) are dependent each other, so it cannot be solved independently. In the present paper, we solve the 

equations simultaneously with the values at the breaking point as the initial value to the shoreline.  

Conclusion 

Air bubbles 

Vegetation field 

Turbulence 
area  

Spilling breaking wave 
wwwwwwww 

Sloping beach  

Figure 1: Sketch of energy dissipation model. 



We have plotted the distribution of wave height and wave setup with the experimental data (circles) in Fig. 1(a) and Fig. 

1(b) respectively, where the wave height and wave setup (solid line) calculated by the energy dissipation model including 

air bubble, turbulence and vegetation’s effects in the surf zone. 
 

  

(a)                                                                           (b) 

Figure 2: Wave height and wave setup versus onshore horizontal distance 
 

The calculated wave height and wave setup has a comparatively good for agreement with the experimental results in Fig. 

2, although a slight modulation in the data is present due to reflection in both cases. The experimental data were taken 

from Hoque and Aoki (2002). The value of  is considered as 3.  
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Abstract: 

This paper reports a numerical study on forced-mixed-natural convections within a lid-driven square enclosure, filled with a mixture 
of water and 2% concentrated Cu nanoparticles. It is assumed that the temperature difference driving the convection comes from the 
side moving walls, when both horizontal walls are kept insulated. In order to solve general coupled equations, a code based on the 

Galerkin's finite element method is used. To make clear the effect of using nanofluid on heat and mass transfers inside the enclosure, a 
wide range of the Richardson number, taken from 0.01 to 10 is  studied. The phenomenon is analysed through streamlines, isotherm 

and iso-concentration plots, with special attention to the Nusselt number and Sherwood number. 
 

Keywords 

Heat-mass transfer, nanofluid, Lid driven cavity, convection. 
 

Objective 

Different convective phenomena inside a square cavity using Cu/water nanofluid is investigated in this research. The 
Richardson number is adjusted between 0.01 and 10 when the nanofluid volume fraction is fixed at 0.02. The 
streamlines,the isotherm and the iso-concentration patterns for various values of the Richardson number are observed.  

Mathematical Modeling 

Under the above considerations, the dimensionless governing equations of mass, momentum and energy of the system are 
followed by momentum and energy of the system are followed by 
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Where the non- dimensional Parameters are defined in the following forms,  
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with ThTc  and ChCc 

Thermo physical Properties of Cu-water nanofluids like effective density, thermal diffusivity, heat capacities and thermal 
expansion co efficient of nanofluids are given by  
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According to the Brinkmann model , the effective dynamic viscosity of the nanofluid is agreed by  
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The Thermal conductivity of the nano fluid is modelled by Maxwell- Garnett Model as  
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The average Nusselt number (Nu)  at the heated wall is calculated by integrating the local Nusselt number is given by 
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Similarly, the average Sherwood number at the heated wall is calculated by 
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Result and Discussions 

In the case of a dominant forced convection (Ri =0.01), the bottom left and the top right regions seem to be less stirred by 
the flow of water/Cu nanofluid; the behavior disappears gradually by increasing the Richardson number.  

With mixed convection (Ri=1) of water/Cu nanofluid, it is observed that a combined effect of the translational motion of 
the active walls.Unlike the streamlines, where the same fluid motion is observed, it can be seen from the isotherms that 
the mixed convection mode of heat transfer leads to the decrease of the thermal boundary layers thickness to be more 
compact near the active walls. 

However for free convective mode (Ri = 10), the hot water/Cu nanofluid remains confined near hot wall when the cold 
nanofluid near the cold wall. As a result, the extent of the wall cells increases and so do the mean Nusselt number when 
the wall temperature gradient increases as shown in the isotherm plots. The active walls motion is in the direction with the 
buoyancy forces (upward hot and downward cold walls)  

The effect of the water/Cu nanofluid with compared to clear water on the heat and mass transfer has also been 
investigated. This behaviour is reflected in the mean Nusselt number and Sherwood number variations for different 
convective modes. Heat and mass transfer increase for all convective modes by using 2% concentrated water/Cu nanofluid 
than that of water. 
 

Conclusion:   

Taking into account the effects of the forced-mixed-natural convections using 2% concentrated water/Cu nanofluid as 
well as base fluid (water), the results may resume as follows: 

 Significant effects of different convective modes are observed on velocity, temperature and concentration 
distributions inside a lid-driven cavity filled water/Cu nanofluid. 

 Increasing rates of heat-mass transfer are found against increasing values of Richardson number.  
 Using water/Cu nanofluid as heat transferring fluid inside enclosure, rates of heat-mass transfer become 

higherthan that of base fluid.  
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Abstract 
In this paper, we are going to prove a famous problem concerning the prime numbers called Bertrand's postulate. It states that there is 
always at least one prime, p between n and 2n, means, there exists n < p < 2n where n > 1. It is not a newer theorem to be proven. It 
was first conjectured by Joseph Bertrand in 1845. He did not find a proof of this problem but made important numerical evidence for 
the large values of n. Eventually, it was successfully proven by Pafnuty Chebyshev in 1852. That is why it is also called Bertrand-
Chebyshev theorem. Though it does not give very strong idea about the prime distribution like Prime Number Theorem (PNT) does, 
the beauty of Bertrand's postulate lies on its simple yet elegant definition. Historically, Bertrand's postulate is also very important. 
After Euclid's proof that there are infinite prime numbers, there was no significant development in the prime number distribution. 
Peter Dirichlet stated the standard form of Prime Number Theorem (PNT) in 1838 but it was merely a conjecture that time and beyond 
the scope of proof to the then mathematicians. Bertrand's postulate was a simply stated problem but powerful enough, easy to prove 
and could lead many more strong assumptions about the prime number distribution. Illustrious Indian mathematician, Srinivasa 
Ramanujan gave a shorter but elegant proof using the concept of Chebyshev functions of prime, υ(x), Ψ(x) and Gamma function, Γ(x) 
in 1919 which led to the concept of Ramanujan Prime. Later Paul Erdős published another proof using the concept of Primorial 
function, p#in 1932. The elegance of our proof lies on not using Gamma function yet finding the better approximations of Chebyshev 
functions of prime. The proof technique is very similar the way Ramanujan proved it but instead of using the Stirling's approximation 
to the binomial coefficients, we are proving similar results using well-known proving technique the mathematical induction and they 
lead to somewhat stronger than Ramanujan's approximation of Chebyshev functions of prime. 
 
Keyword: log (Natural Logarithm)                          
MSC2010: 11N05 (Multiplicative Number Theory, Distribution of Primes) 
 

1. Definition 

We define function υ(x) and Ψ(x) conventionally [1] as: 
υ(x) = ∑ 𝑙𝑜𝑔 (𝑝) = log∏ 𝑝,    Ψ(x) = ∑ 𝑙𝑜𝑔 (𝑝) 

Since 𝑝 ≤ 𝑥, 𝑝 ≤ 𝑥, … are equivalent to 𝑝 ≤  𝑥 / , 𝑝 ≤  𝑥 / , … we have [1], [2]: 
 

Ψ(x) = υ(x) + υ(𝑥 / ) + υ(𝑥 / ) +… = ∑ 𝜐(𝑥) /  
and so Ψ(2n) = υ(2n) + υ((2𝑛) / ) + υ((2𝑛) / ) +… = ∑ 𝜐((2𝑛) / ) 

 
2. Proof of Postulate 

We know [2], log((2n)!) = Ψ(2n) + Ψ(n) + Ψ( ) + … , ………………. (1) 

From relation of υ(x) and Ψ(x), we get [2]: 

Ψ(2n) - 2𝛹(√2𝑛) = υ(2n) - υ((2𝑛) / ) + υ((2𝑛) / ) -… , ………………. (2) 



Let 𝑁 = 
( )!

! !
, then from (1):log(𝑁 ) = Ψ(2n) - Ψ(n) + Ψ( ) - …  , ………………. (3) 

As υ(x) and Ψ(x) are steadily increasing function, we find from (2) and (3) that: 

Ψ(2n) - 2𝛹(√2𝑛) ≤  υ(2n) ≤  Ψ(2n), ………………. (4) 

and Ψ(2n) - Ψ(n) ≤ log(𝑁 ) ≤  Ψ(2n ) - Ψ(n)+ Ψ( ) , ………………. (5) 

Now, 𝑁 = 
( ( ))!

( )!( )!
 = 2×  ×𝑁 ,  forn = 1,  =  and𝑙𝑖𝑚 →  = 2, which implies for n ≥ 1,  

3𝑁  ≤ 𝑁 ≤ 4𝑁  , ………………. (6) 

We assume, a = log(3) and b = log(4) 

forn = 1, N1 = 
!

! !
 = 2; log(N1) = log(2) < b × 1 

andn = 5, N5 = 
!

! !
 = 252; a × 5 < log(252) = log(N5) 

We assume, log(𝑁 ) < bn if n  ≥  1, and an < log(𝑁 ) if n  ≥  5, ………………. (7) 

It follows from (6) and (7) that: log(3) + log(𝑁 ) ≤  log(𝑁 )  ≤  log(4) + log(𝑁 ) implies 

a(n+1) < log(𝑁 ) < b(n+1), by induction (7) is proven. 

It follows from (5) and (7) that: 

Ψ(2n) - Ψ(n) < bn if n  ≥  1,  ………………. (8) 

Ψ(2n) - Ψ(n) + Ψ( ) > an if n  ≥  5, ………………. (9) 

Now, changing n to  ,  ,  ,… in (8) and adding up all the results, we get: 

Ψ(2n) < 2bn if n  ≥  1, ………………. (10) 

Finally, we have from (4) and (10): 

Ψ(2n) - Ψ(n) + Ψ( ) ≤  υ(2n) + 2𝛹(√2𝑛)- υ(n) + Ψ( )  

or Ψ(2n) - Ψ(n) + Ψ( ) < υ(2n) - υ(n) + 2b√2𝑛 +  , ………………. (11)  

We conclude from (9) and (11) that:υ(2n) - υ(n) > an - 2b√2𝑛 -  

By considering right hand side a quadratic equation,υ(2n) - υ(n) >0 if n > 505 

It is easy to verify using simple computer program there are primes for 1 < n ≤ 505, hence, we have proved Bertrand’s 
postulate.                                                           □ 

Let’s assume F(n) = υ(2n) - υ(n) then (𝐹(𝑛))> a - √
√

 - > 0 if n > 126 

As F(n) is an increasing function, we proved Erdős assumption that for any positive integer k, there is a natural number N 
such that for all n > N, there are at least k primes between n and 2n.                                            □ 

3. Discussion 

In Ramanujan's original paper [2], results (8) and (9) are proven using Stirling's approximation of Gamma function to 
binomial coefficients. We deduce similar results using only mathematical induction. Ramanujan showed (8) to be less 
than 3/2. We showed (8) to be less than b = log(4) < 3/2. He also showed (9) to be greater than 4/3. For larger values of n, 
we can increase the value of a and prove by mathematical induction (9) so that a > 4/3. So, our method can lead to much 
better approximation of Chebyshev functions of prime.       
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1. Introduction 
Applications of CFD to maritime industry continue to grow as this advanced technology takes advantage of the increasing 
speed of computers.The modeling and simulation of an underwater vehicle and calculation of the relevant hydrodynamic 
coefficients have been performed by many researchers. Sarkaret al.[1] used a low-Re k-ε model of Lam and Bremhorstfor 
simulation of flow past underwater axisymmetric bodies. Karimet al. [2], [3], [4] shows that SST k-ω model is more 
effective to calculate drag forces and unstructured grid gives more accurate results than structured grid for the underwater 
slender bodies. However, these studies were limited to 2D axisymmetric underwater bodies. In this study, SST k-ω (with 
low-Re version) model is used to simulate unsteady fluid flow past over the 3D DREA bare hull with the help of ANSYS 
Fluent 16.2 CFD software. 
 

2. Theoretical Formulation 
To investigate unsteady flow around 3D DREA bare submarine hull with ANSYS Fluent software following SST k-ω 
Model is used in this study: 

𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥
(𝜌𝑘𝑢 ) =

𝜕

𝜕𝑥
Γ

𝜕𝑘

𝜕𝑥
+ 𝐺 − 𝑌 + 𝑆                                                                                                (1) 

𝜕

𝜕𝑡
(𝜌𝜔) +

𝜕

𝜕𝑥
𝜌𝜔𝑢 =

𝜕

𝜕𝑥
Γ

𝜕𝑘

𝜕𝑥
+ 𝐺 − 𝑌 + 𝐷 + 𝑆                                                                                (2) 

where, 𝐺  production of turbulence kinetic energy , 𝐺  generation of ω, Γ  effective diffusivity of kand Γ  effective 

diffusivity of ω, 𝑌 dissipation of k and𝑌 dissipation of ω. 
 

3. Methodology 
Computational domain wascreated around the DREA bare submarine hulllarge enough to ensure visualization of behavior 
of hydrodynamic forces clearly. Unstructured grid (Fig-1) was generated by using ANSYS Fluent Meshing software. The 
mesh was then exported to FLUENT for numerical study. To get accurate results using SST k-ω turbulence model grid 
points are kept close enough near DREA body in such way that wall 𝑦 <  40. The pressure based segregated solvers 
with Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithms was selected for coupling between the 
pressure and velocity fields. The time step size was set in such way that maximum Courant number equal to near unity to 
capture vortex shedding clearly. 
4. Result and Discussion 
The 2D axisymmetric geometry of the DREA bare hull was selected for the purpose of validating the numerical model. 
Obtained results are found satisfactory compared to experimental results of Mackay [5]. Moreover, computed value of 
drag coefficient (Cd) found 0.00101for the 3D DREA hull for Re value 23003039, whereas experimental Cdvalue 

Drag estimation and shape optimization of submarine shaped hulls are important to energy utilization and 
endurance improvement. In this study an unsteady fluid flow simulation is carried out over the 3D DREA 
bare submarine hull with the help of finite volume based CFD software. Widely implemented Reynolds-
averaged Navier-Stokes (RANS) approach and SST k-ω turbulence model with low-Re version are used to 
solve turbulent transport equations. 2D axisymmetric fluid flow was also simulated for the comparison of the 
results with experimental data and found satisfactory.  Results of the velocity (vectors, contours 
andstreamlines), pressure distribution and drag coefficient are analyzed. The result of this study illustrated 
the flow physics around 3D submarine shaped hull which might be helpful for ship hull optimization. 
 



0.00123±0.000314.Fig-2 shows velocity around the nose is lower and the flow is accelerated as it reaches the stern. This 
can be explained from the conservation of energy, an increase in the pressure of the fluid occurs simultaneously with a 
decrease in the velocity. 
 

Fig-1: Unstructured grid of flow domain   
 

Due to blunt edge highest pressure found bow areawhich was expected. After that pressure decreases and becomes 
constant around the mid body. Near aft body pressure decreases for a while and then moves up
(τw) around the body shows opposite tendency
 

 
Fig-3:  Variation of pressure coefficient (C

5. Conclusion 
In this study unsteady flow around DREA bare submarine hull 
domain around 3D hull and SST k-ω turbulent model 
agreement with experimental and other researcher’s results.  The result of this study is helpful for understa
visualization around the submarine shaped bodies that can be 
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of flow domain    Fig-2:Velocity distribution along DREA body

Due to blunt edge highest pressure found bow areawhich was expected. After that pressure decreases and becomes 
around the mid body. Near aft body pressure decreases for a while and then moves up    

opposite tendency (Fig-4) compared to Cp, which is usual.  

 
Variation of pressure coefficient (Cp) Fig-4:Variation of wall shear stress (τ

unsteady flow around DREA bare submarine hull has been analyzed. Unstructured 
ω turbulent model is used for this simulation study.Obtained results show good 

agreement with experimental and other researcher’s results.  The result of this study is helpful for understa
visualization around the submarine shaped bodies that can be useful for ship hull optimization.  
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Abstract 

The calculus of differential forms has been applied to electromagnetic field theory in several papers and texts. Differential forms are 
underused in applied electromagnetic research. Of the more sophisticated notations, differential forms stand out as close enough to 
vectors and offer unique visualization tools and graphical insight into the behavior of electromagnetic fields. The aim of this paper is 
to express that differential forms are an attractive and stable to vector analysis for electromagnetic field theory. 

The Exterior Derivative  
We define the exterior derivative operator, which will allow us to express Maxwell’s laws as differential equation. The 
exterior derivativeis a single operator which has the gradient, curl and divergence as special cases, depending on the 
degree of the differential form on which the exterior derivative has the symbol d, and can be written formally as  

d =
𝜕

𝜕𝑥
d𝑥 +

𝜕

𝜕𝑦
d𝑦 +

𝜕

𝜕𝑧
d𝑧 

Table 1. Representation of field and sources with the differential forms  
Quantity                              Form            Degree                Units                  Vector/Scalar 

Electric Field Intensity         𝐸              1-form                  V                          E 
Magnetic Field Intensity      𝐻              1-form                  A                          H 
Electric Flux Density           𝐷              2-form                  C                           D 
Magnetic Flux Density        𝐵               2-form                  Wb                       B 
Electric Current Density       𝐽               2-form                  A                          J 
Electric Charge Density       𝜌3-form                  C                          𝑞 

 
A. Exterior Derivative of 1-forms 
The exterior derivative of a 1-form is analogous to the vector curl operator. If 𝐻 is an arbitrary 1-form 𝐻 d𝑥 + 𝐻 d𝑦 +

𝐻 d𝑧, then the exterior derivative of 𝐻 is   

d𝐻 = − d𝑦 d𝑧 + − d𝑧 d𝑥 + − d𝑥 d𝑦 

which is a 2-form dual to the curl of the vector field 𝐻 𝒙 + 𝐻 𝒚 + 𝐻 𝒛. The differential d𝑥 produces surfaces 
perpendicular to the 𝑥-axis, as shown in the Figure 1(a).  

B. Exterior Derivative of 2-forms  

The electric flux density 𝐷 is a 2-form 𝐷 d𝑦 d𝑧 + 𝐷 d𝑧 d𝑥 + 𝐷 d𝑥 d𝑦. The exterior derivative of a 2-form 𝐷 is 

        d𝐷 =
𝜕𝐷

𝜕𝑥
+

𝜕𝐷

𝜕𝑦
+

𝜕𝐷

𝜕𝑧
d𝑥 d𝑦 d𝑧 

Graphically, 2-forms are tubes which is shown in the Figure 1(b).  

C. Exterior Derivative of 3-forms 

The exterior derivative of the 3-form 𝜌 is  

d𝜌 = 0 

A 3-form is a volume element, represented by boxes which is shown in the Figure 1(c).  



 

Fig. 1. (a) The 1-form d𝑥, (b) The 2-form d𝑦 d𝑧, The tubes in the 𝑧-direction are formed by the 
superposition of surfaces of d𝑦 and the surfaces of d𝑧. (c) The 3-form d𝑥 d𝑦 d𝑧, with 
three sets of surfaces that create boxes. 

Maxwell’s Equations in Point Form   

Stokes’ theoremprovides a link between integrals of a differential form and its exterior derivative through the relationship  

d𝜔 = 𝜔 

where𝑀 is some region of space and 𝜕𝑀 is its boundary.  

Applying Stokes’ theorem to the integral from of Maxwell’s equations we obtain the differential representation of 
Maxwell’s equation:  

d𝐸 = − 𝐵,               Faraday’s law                                                    (1) 

d𝐻 = 𝐷 + 𝐽,           Ampere’s law                                                    (2) 

d𝐷 = 𝜌,                      Gauss’ law                                                        (3) 

∮ 𝐵 = 0,         Magnetic Flux Continuity                                (4) 

 

Conclusion  

Differential forms make Maxwell’s law more intuitive and exterior derivative makes it easier to work with. This paper 
concentrates on the relevance of the exterior calculus to electromagnetics. Since the calculus of forms can be introduced in 
the same simple, a combination of differential forms and exterior derivatives could benefit teaching and research in 
electromagnetics.  
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Abstract 

(c) 
(b) 



In this paper, we study two finite difference schemes such as first order explicit upwind difference scheme- EUDS (forward time 
backward space) and second order Lax-Wendroff difference scheme-LWDS (forward time centered space) for solving first order PDE 
of LWRmacroscopic traffic flow model appended with initial and boundary conditions. The traffic density ( , )t x is computed by 

solving LWRmacroscopic conservative form of traffic flow model using both schemes. Stability conditions of the schemes are 
determined and it is numerically shown that LWDS is superior to EUDS in terms of time step selection. The conditions of stability are 
also numerically verified. Some numerical simulation results are presented for various parameters. 
 
Governing Equation and Numerical Methods 
The general mathematical of LWR traffic flow model with the initial condition reads as initial value problem (IVP) is     

   
2

max 0 0
max

0with , .v t x x
t x

   


   
         

 

We consider our specific non-linear partial differential equation of LWR traffic flow model as an initial boundary value 
problem (IBVP): 

 

       

2

max
max

( ) 0, , and ( )

with i.c. , ; and b.c. , ; .a

q t t T a x b q v
t x

t x x a x b t a t t t T

   


   

  
           

     

o

o o o

 

Finite difference methods are the efficient approach to numerical solutions of partial differential equations. A finite 
difference method proceeds by replacing the derivatives in the differential equation by the finite difference approximation. 
 
Result and Discussion 
We present numerical simulation results based on first order i.e. explicit upwind difference scheme (EUDS) and second 
order Lax-Wendroff difference scheme (LWDS).  Figure-1 shows density profile of exact solution in different time step 

when max 60km/hourv  . Figure-2 shows comparison of density in 600th, 1200th and 1800th time step. From the figure we 

see that density profiles of LWDS are close nearer to exact solution and EUDS is close to LWDS but not nearer to exact 
solution. In figure-3 discretization parameter t=0.05 and =0.04x solid line represents the exact solution, the dot line 
represents the EUDS and the red line represents LWDS of density profile in last time step and we see that right boundary 
has only one jigjag. Finally, when discretization parameter t=0.01 and =0.04x figure-4 shows the density profile has 
no jigjag. Figure-5 comparison of relative errors for density ( )  between explicit upwind difference scheme and Lax-
Wendroff difference scheme which shows that Lax-Wendroff difference scheme provides more accurate results than 
explicit upwind difference scheme. Figure-6 present that the density ( ) error is decreasing with respect to the smaller 

descritization parameters t  and x which shows the convergence of explicit upwind difference scheme and Lax-
Wendroff difference scheme. We observe that as we increase number of grid points the error is decreasing and also shows 
the rate of convergence of the numerical solutions. 

 
Figure-1: Density profile of exact solution in                    Figure-2: Comparison density profile of exact 

different time step when max 60km/hourv  solution, EUDS and LWDS in 600th, 1200th, 

1800th time step 

 
Figure-3: Comparison density profile of exact solution,                       Figure-4: Comparison density profile 
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EUDS and LWDS in last time step when t=0.05 and =0.04x solution, EUDS and LWDS in last time 

step when t=0.01 and =0.04x  

 
Figure-5: Comparison of relative errors between EUDS     Figure-6: Convergence of errors between EUDS and 

and Lax-Wendroff difference scheme                                   Lax-Wendroff difference scheme 
 
Conclusion 
We have demonstrated exact solution and numerical solution by using EUDS and LWDS. We establish stability 
conditions of EUDS and LWDS. From the above figure it is seen that LWDS density profile is very close to exact 
solution. Also we observe that the relative error of LWDS is much less than that of EUDS and the rate of convergence of 
LWDS is much higher than that of EUDS which is due to the fact that LWDS is a second order model while the order of 
EUDS is one. 
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Abstract 

1. Introduction 
 
Measuring discharge in a developing country like Bangladesh is very important to predict flood, land management and sustainable 
development. In this paper we are interested to investigate discharge estimation and to determine watershed parameters, land use, soil 
data by using a semi-distributed model called Soil and Water Assessment Tool (ArcSWAT2012) and the observed data for northeast 
region of Bangladesh. ArcGIS version 10.3 with extension software SWAT 2012.10_2.15 has been used to develop a hydrological 
modelfor Meghna River basin.For model calibration SWAT_CUP SUFI-2 algorithm has been used. The Calibration has been done at 
Bhairab Bazar Station, outlet of Meghna River basin (Fig. 1). 

 
Fig.1 Location of the main outlet in Meghna River catchment 

 
2. Methodology 
 
Thecurrentresearchisfocusedonthedevelopment of rainfall-runoff modelforthe northeast region of Bangladesh (Fig. 
1).By using SWAT model we have divided our Meghna River basin into 29 subbasins depends on homogeneity of 
land use, soil type and slope classes. 
ThesimulationofthewaterbalanceofanareabySWATmodelrequiresalargeamountofspecialandtimeseriesdatasetsinorderto
establishthewaterbalance(Ghoraba,2015).Fordevelopinghydrologicalmodel differenttypesof data are used such as: 

 DEM (DigitalElevationModel)-Source(SRTM)  
 Soil data - Source(FAO-UNESCO) 
 Land-usedata-Source(GLOBECOVER) 
 Weather data (precipitation,temperature)-(WFDEI) 
 Hydrologicaldata such as riverdischarge -Source(BWDB) 

Metrological data, daily precipitation, max and min temperature for the period of 1999-2013 are used for model simulation. 
We have used SWAT CUP SUFI-2 software for our model calibration and 
validation.HydrologicaldatawerecollectedfromBangladeshWaterDevelopmentBoard.Hydrologicaldatathatusedinthestudy 
ismainlythewaterlevel a t  BhairabBazar Bridgeforcalibrationandvalidation from 2000to2013. 

3.Results and Discussion 
 
We have divided our whole simulation period into two parts, calibration and validation. The main aim  of calibration were 
to provide the best possible fit values of parameters comparing the observed and simulated stream flows for a particular 
calibration period. After finding the parameters values from calibration period we have used the same values of 
parameters in validation period to evaluate the performance of our model. The calibration period has been selected for 



2000-2006 and validation period for 2007-2013. The calibration graph along with observed data and simulated data has 
been shown in following figure: 
 

Fig. 2 Calibration period (2000

From the above figure we can say that the calibration result is very good because the value of 
R = 0.88(0 ≤ R ≤ 1) and Nash–Sutcliffe Efficiency, NSE
the root mean square error to the standard deviation of measured data, RSR = 0.39.
 
The validation result along with observed data and simulated data has been shown in following figure:
 

Fig. 3 Validation

From the above figure we can say that the validation result is very good because the value of 
, R =0.85(0≤R2≤1) and Nash–Sutcliffe Efficiency, NSE
root mean square error to the standard deviation of measured data, RSR
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2013. The calibration graph along with observed data and simulated data has 

 
Calibration period (2000-2006) of Meghna River Basin 

 
the above figure we can say that the calibration result is very good because the value of coefficient of determination, 

Sutcliffe Efficiency, NSE = 0.85(0≤NSE≤1), Percent Bias, PBIAS
the root mean square error to the standard deviation of measured data, RSR = 0.39. 

The validation result along with observed data and simulated data has been shown in following figure:

 
Validation period (2007-2013) of Meghna River Basin 

the above figure we can say that the validation result is very good because the value of coefficient of determination 
Sutcliffe Efficiency, NSE = 0.76(0≤NSE≤1), Percent Bias, PBIAS

root mean square error to the standard deviation of measured data, RSR = 0.49(MoriasiD.N.,Arnold

(2015),HydrologicalmodelingoftheSimlyDamwatershed(Pakistan)using

Journal, Vol. 54: 583–594. 

W.,BingnerR.L.,HarmelR.D.,VeithT.L.,(2007),ModelEvaluationGuidelines
WatershedSimulations,AmericanSocietyofAgriculturalandBiologicalEngineers,

2013. The calibration graph along with observed data and simulated data has 

coefficient of determination, 
Percent Bias, PBIAS = 6.74, and ratio of 

The validation result along with observed data and simulated data has been shown in following figure: 

coefficient of determination 
Percent Bias, PBIAS = 9.26, and ratio of the 
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Abstract 

The kinematics of the solitary waves is formed by Korteweg-de Vries (KdV) equation. In this paper, we consider third order general 
form of KdV equation with convection and dispersion terms. We investigate explicit finite difference scheme for numerical solution of 
the KdV equation. Here we present some numerical results of the KdV equation for two solitary waves. Also, we present an error 
estimation of the finite difference schemes and compare the scheme with Zabusky and Kruskal scheme [1]. 
Finite Difference Method of KdV Equation 
In 1965 Zabusky and Kruskal [1] obtained the numerical solution of the Korteweg-de Vries [2] equation. In this research 
paper, we have investigated explicit finite difference scheme for numerical solution of the KdV equation. The equal grid 
size is taken into consideration, in these schemes. Here we demonstrate four schemes- these are first order conservative 
and con-conservative forms, second order conservative and non-conservative forms. In our previous paper [3] we present 
numerical solution and different type of compares for single solitary wave but here we study for two solitary waves.  
The third order general form of nonlinear and dispersive KdV equation is 

𝜕𝑢

𝜕𝑡
+ 𝜇𝑢

𝜕𝑢

𝜕𝑥
+ 𝜈

𝜕 𝑢

𝜕𝑥
= 0          (1) 

where𝜇 and 𝜈 are nonlinear and dispersion coefficients respectively. 
The result of the analytical solution of the KdV equation is taken from [4], and the solution resembles two solitary waves 
(where we take 𝜇 = 6 and 𝜈 = 1). The solution is of the form 

𝑢(𝑥, 𝑡) = 12 
{3 + 4 cosh(2𝑥 − 8𝑡) + cosh(4𝑥 − 64𝑡)}

{3 cosh(𝑥 − 28𝑡) + cosh(3𝑥 − 36𝑡)}
            (2) 

First Order Scheme 

𝑢 = 𝑢 −
𝜇Δ𝑡

Δ𝑥
𝑢 𝑢 − 𝑢 −

𝜈Δ𝑡

2(Δ𝑥)
𝑢 − 2𝑢 + 2𝑢 − 𝑢         (3) 

𝑢 = 𝑢 −
𝜇Δ𝑡

2(Δ𝑥)
𝑢 − 𝑢 −

𝜈Δ𝑡

2(Δ𝑥)
𝑢 − 2𝑢 + 2𝑢 − 𝑢        (4) 

Second order Scheme 

𝑢 = 𝑢 −
𝜇Δ𝑡

Δ𝑥
𝑢 𝑢 − 𝑢 −

𝜈Δ𝑡

(Δ𝑥)
𝑢 − 2𝑢 + 2𝑢 − 𝑢            (5) 

𝑢 = 𝑢 −
𝜇Δ𝑡

2(Δ𝑥)
𝑢 − 𝑢 −

𝜈Δ𝑡

(Δ𝑥)
𝑢 − 2𝑢 + 2𝑢 − 𝑢           (6) 

Stability conditions are taken from [3] 
Results  
In this paper, we study the numerical solution for two solitary waves and we take initial condition taken from [4] 

𝑢(𝑥, 0) = 12 
{3 + 4 cosh(2𝑥) + cosh(4𝑥)}

{3 cosh(𝑥) + cosh(3𝑥)}
 

And two sided boundary conditions are zero, is considered.  
 
 
 
 
 
 
 
 
 
Figure: Numerical solution of the second order non-conservative form. 
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Figure: Numerical solution of the second order conservative form. 
 
 
Discussion 
In this paper, we present some results on second order scheme. The above two figures represent the numerical solution of 
the second order non-conservative and conservative forms respectively for two solitary waves where we use Δt = 0.0002 
andΔ𝑥 = 0.1250. Having glanced at the above figures, the wave splits into two waves with increasing time and, the 
waves travel approximately same height and width because the scheme is second order accuracy both time and space. 
Also, we observe that the height of the wave approximately same after splitting.  
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Abstract 

The electrical signals are the basis of neuronal communication. It can be estimated that how neurons communicate with one 
another using Hodgkin-Huxley model. This model is most widely used models that describe why the action potentials happen 

and how they are initiated and propagated in neurons. Membrane behaved as the electrical circuit and the current can be carried 
through the membrane either by charging the membrane capacity or by movement of ions through the resistance. An action 

potential is generated when the membrane potential reaches a threshold, the actual changes associated with membrane voltage 
and conductance driving the action potential.  In this talk, we show how different types of stimulation effect on the electrical 

activities of nerve cells. 
1. Introduction 
Neurons generatevarious types of electrical signal to inscribe information and transfer information. Neurons are not good 
conductors of electricity per se, but they have complex mechanisms for initiating these signals which based on the flow of 
ions across their plasma membranes [1]. Alan Lloyd Hodgkin and Andrew Fielding Huxley described a model to explain 
the ionic mechanisms underlying the initiation and propagation of action potentials in the squid giant axon [2]. The model 
describes the neuron membrane potential in terms of the dynamic behavior of the various ion channels of the soma and 
dendrites. Applied electrical stimulation has been used to characterize neural activity. Regular activities of neuron 
propagate information from pre-synaptic neuron to post-synaptic neuron. But ineligible hyper-activity of neurons causes 
many diseases such as Parkinson's disease and dystonia [3,4]. High-frequency electrical stimulation has been applied in 
specific brain regions to treat such kind of movement disorders [5].  
2. Mathematical Model 
Semi-realistic Hodgkin-Huxley model [2] consists four equations describing the fast and slow dynamics of the membrane 
potential of neuron cell by taking into account, 𝑁𝑎 ,  𝐾  and a leak current and it is given as follows: 

Membrane potential: 𝐶 = �́� 𝑚 ℎ(𝑉 − 𝑉) + �́� 𝑛 (𝑉 − 𝑉) + �́� (𝑉 − 𝑉) + 𝐼  

Sodium 𝐼 ,     Fast : = 𝛼 (𝑉)(1 − 𝑚) − 𝛽 (𝑉)𝑚and      Slow : = 𝛼 (𝑉)(1 − ℎ) − 𝛽 (𝑉)ℎ 

Potassium 𝐼 , Slow  : = 𝛼 (𝑉)(1 − 𝑛) − 𝛽 (𝑉)𝑛 

where𝐶 is the membrane capacitance per unit area and 𝐼  is the applied current per unit area. Furthermore, 𝑉 , 𝑉 , 𝑉  
are the reversal potentials for the sodium, potassium and leakage currents, respectively. While �́� , �́� , �́�   are the 
sodium, potassium and leak conductance per unit area, respectively.   𝛼 is the opening and 𝛽  is the closing rates of 𝑖 − 𝑡ℎ 
channel which depend on voltage. 
In this paper we add 𝑎𝑐𝑜𝑠𝜔𝑡  in the right side of the membrane potential equation to show the effect of high-frequency 
stimulation (HFS) at the case of hyper-activity of neuron where parameters 𝑎 and 𝜔 are the amplitude and frequency of 
HFS induced by deep brain stimulation (DBS). 
 
3. Numerical Simulation and Discussion 
Simulation is done firstly done for simple model using equations of original Hodgkin-Huxley model and tested for ability 
to generate action potential and gating behavior. Figure-1 shows the results of simulation. Subsequently simulation is 
generated for proposed extended model with added High-frequency stimulation. Figure-2 shows that the undesirable pulse 
propagation for hyper-activity of neurons can be reduced. When the HFS intensity is increased, the propagation pulses 
shrink and slow down. 
 



Figure 1:The dynamics of the neuron potential and ion
original HH model. 

Figure 2:The dynamics of the neuron potential and ion
different values of the HFS amplitudes: a=0 (left
4. Conclusion 
We have studied the dynamical behavior of membrane p
described the behavior of the traveling pulse for different types of stimulation. Then we have analyzed the effect of high
frequency stimulation on electrical signal propagation in the model. Our w
propagation through axons can be confined and their speed also can be reduced. For sufficiently large stimulation 
intensity, the axonal conductivity may be changed and the axon, which generates obnoxious nerve pulse,
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The dynamics of the neuron potential and ion-gates where 𝐼 = 0 (𝑙𝑒𝑓𝑡) and 𝐼

The dynamics of the neuron potential and ion-gates at proposed extended HH model for fixed 
different values of the HFS amplitudes: a=0 (left-up), a=13 (left-down), a=30 (right).  
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[2]. A L Hodgkin, A F Huxley. "A quantitative description of membrane current and its application to conduction andexcitation in 

term suppression of tremor by chronic stimulation of the ventral intermediate thalamic nucleus." 
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Abstract 
In this work, we analyze the stability of periodic traveling wave of the two-component modified FitzHugh-Nagumo model of cardiac 

cell dynamics. The model equation captured some essential dynamical feathers of a quantitative electrophysiological model of the 
cardiac cell. It exhibits spiral wave in two space dimensions. It is important to understand periodic traveling wave instability for 

describing the spiral wave instability resulting from the model. We ascertain the existence of periodic traveling waves and its stability 
in the model as a function of the diffusion coefficient of activator variable. In addition, we reckon the stability boundary of stable and 

unstable periodic traveling waves in a two-dimensional parameter plane. It is observed that the periodic traveling waves express 
instability by a stability change of Eckhaus type.  As a result, a stable wave bifurcates to oscillating periodic traveling waves. We 

describe the stability by calculating the essential spectra of the waves. 
1. Introduction 
A periodic traveling wave solution is important for many partial differential equations,whichstudied in 1973 by Kopell 
and Howard, used coupled reaction-diffusion equations for oscillatory systems.  The first and most extensively used   PDE 
model is FitzHugh-Nagumo (FHN) model. It was developed by FitzHugh and Nagumo [3,4].The FHN model is a 
simplified version of Hodgkin Huxley model. Modified FHN model [1, 2] is a modified version of the FHN model. We 
authorize the existence and stability of the PTW solution to this model in a two- dimensional parameter plane, which is 
done by the method of continuation using the continuation package WAVETRAIN [5]. 
2. Mathematical model  
Modified FHN model [1] is a two-component reaction-diffusion equation which describing fast and slow dynamics of the 
system.It is given as follows: 

𝜕𝑢

𝜕𝑡
= 𝑑 ∆𝑢 + 𝑢(1 − 𝑢)(𝑢 − 𝑎) − 𝑣, 

= 𝑑 ∆𝑣 + 𝜖(𝑑𝑢(𝑏 − 𝑢)(𝑢 + 𝑐) − 𝑣),(1) 

wherethe reaction terms𝑓(𝑢, 𝑣) = 𝑢(1 − 𝑢)(𝑢 − 𝑎) − 𝑣  and𝑔(𝑢, 𝑣) = 𝜖(𝑑𝑢(𝑏 − 𝑢)(𝑢 + 𝑐) − 𝑣)characterizes the local 
kinetics of the variables 𝑢 and 𝑣.The ratio of time scales of variable 𝑢 and 𝑣is the small parameter 𝜖, 0 < 𝜖 ≪ 1. The first 
activator variable 𝑢 is known as the excitable and the propagator.  The slow inhibitor variable 𝑣 is known as recovery and 
controller variable. 

 
3. Result 
We study the existence and stability of the PTWs of the model (1). Figure(a) shows the existence and stability of this 
model as a function of the diffusion coefficient 𝑑  and the wave speed 𝑐. The other parameters are the same as those listed 
in Table1. Figure (b) shows an essential spectrumof a stable PTW of the model and figure (c) shows the essential 
spectrum of an unstable PTW of this model 

Table-1: Sets of the parameter values used in the computations. 
Parameter 𝑏 𝑎 𝑑 𝑐 𝜖 𝑑  𝑑  

Values 1.1 0.07 0.21 3.0 0.011 Free 0.005 
 



(a) (b)   
 

(c)
 

4. Conclusions 
We havestudied the existence and stability of periodic traveling wave solution to modified FitzHugh
function of diffusion coefficient parameter of t
that the parameter 𝑑 is responsible for the instability of the PTWs. Also by analyzing the stability, we observe that the 
PTWs of the model change their stability by a stability
betweenstable and unstable PTWs.  
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Abstract 
In classical transportation approaches, the flow of allocation is controlled by the only cost entries and/or manipulation 
of cost entries – so called Distribution Indicator (DI) or Total Opportunity Cost (TOC). None of them considers 
demand and/or supply entry to formulate the DI/ TOC table. Recently authors have developed weighted opportunity 
cost (WOC) matrix where this weighted opportunity cost matrix is formulated by the manipulation of supply and 
demand entries along with cost entries as well. In this WOC matrix, the supply and demand entries act as weighted 
factors. Moreover by incorporating this WOC matrix in Least Cost Matrix, authors have developed a new approach to 
find out Initial Basic Feasible Solution of Transportation Problems. But in that approach, WOC matrix was invariant 
in every step of allocation procedures. That is, after the first time formulation of the weighted opportunity cost matrix, 
the WOC matrix was invariant throughout all allocation procedures. But it is known that after each allocation, the 
weighted factor should be changed. By exploiting this idea, here a sequentially updated weighted opportunity cost 
matrix isformulated.Some experiments have been carried out to justify the validity and the effectiveness of the 
proposed SUWOC matrix in allocation procedure.Experimental results have shown that the SUWOC matrix based 
approach is better than LCM, WOCbased LCM method and VAM method to find out IBFS of TP. 
Introduction: Transportation network flow models are multidisciplinary field of interest. In classical transportation 
approaches, like North-West corner Rule, Least Cost Matrix (LCM) method [Taha (2003)] e.tc., the flow of allocation 
is controlled by the cost entries only; such as manipulation of cost entries – so called Distribution Indicator (DI) such 
as VAM method [Reinfeld and Vogel (1958)], or Total Opportunity Cost (TOC) such as Modified VAM method 
[Islam (2012)]. But these DI or TOC tables are formed by the manipulation of cost entries only. None of them 
considers demand and/or supply entry to formulate the DI/ TOC table.Recently Jamali et al. (2017a) have developed 
weighted opportunity cost (WOC) matrix, which is off course a new idea, for the control of the flow of allocations.  It 
is noted that this weighted opportunity cost matrix is formulated by the manipulation of supply and demand entries 
along with cost entries as well. In this WOC matrix, the supply and demand entries act as weighted factors. Moreover 
by incorporating this WOC matrix in Least Cost Matrix, authors have developed a new approach to find out 
InitialBasic Feasible Solution of Transportation Problems.  
Mathematical Formulation and Discussion:As the proposed Sequentially Updated Weighted Opportunity Cost 
(SUWOC) matrix is developed after initial formulation of WOC matrix, so it is worthwhile to introduce weighted 
factor of WOC matrix. At first we have find out the maximum possible allocation of the cell Cij, which is indeed min 
(Si, Dj), where Sidenotes total supply at node i and Djindicates total demand at node j. therefore the total possibility of 
allocation is∑ ∑ 𝒎𝒊𝒏( 𝑺𝒊𝑫𝒋

𝒎
𝒋 𝟏

𝒏
𝒊 𝟏 ).  So for each Cij,itscell’s weight will bemin (Si, Dj)/∑ ∑ 𝒎𝒊𝒏( 𝑺𝒊, 𝑫𝒋

𝒎
𝒋 𝟏

𝒏
𝒊 𝟏 ). 

Therefore the virtual weighted opportunity cost corresponding cell cost cij is wcij = (1/cij)min (Si, 
Dj)/∑ ∑ 𝒎𝒊𝒏( 𝑺𝒊, 𝑫𝒋

𝒎
𝒋 𝟏

𝒏
𝒊 𝟏 ).   

After formulation of WOC matrix, Jamali et al. (2017b) proposed an algorithm based on LCM method, in which the 
flow of allocation is controlled by the WOC matrix such that the cell with larger weight factor is preferredfor 
allocation. Anyway in that approach, WOC matrix was invariant in every step of allocation procedures. But it is 
observed that after each allocation upon a cell say Cij, one of the corresponding supply entry (Si) or demand entry (Dj) 
(which smaller) is vanished and other one is reduced to |Si– Dj|. Therefore before next allocation step, the weighted 
opportunity cost entries correspond to row i and column j should be changed. Exploiting this idea, here we have 
developed a Sequentially Updated Weighted Opportunity Cost (SUWOC) matrix for allocation flows in 
Transportation Problems. The formulation of SUWOC matrix is illustrated briefly below: 
Suppose that the cell Cpqcorresponds to largest WOC entrywcpq. Therefore we have allocated the amount of min (Sp, 
Dq) at the cell Cpq. Again let Sp<Dq. So after this allocation to the cellCpq, the capacity of supply at p row becomes 
zero. Therefore this row is cross out along with its weighted cost entries. Again, the demand of node q belonging to 
the column q is reduced to |Dq -Sp|. So all the weighted opportunity cost entries correspond to column q will be 
updated by the reduced demand entry |Dq -Sp| i.e (1/ciq) min (Si,|Dq -Sp|)/∑ ∑ 𝒎𝒊𝒏( 𝑆 , 𝑫𝒋)𝒎

𝒋 𝟏
𝒏
𝒊 𝟏  for all i and  j =q. But 

when𝑗 ≠ 𝑞, the remain weighted opportunity cost cells are unchanged. In this way after each allocation, the SUWOC 
matrix will be updated and hence allocation flow directions may be changed according to the renew SUWOC. 
 
 
 
 



Some experiments have been carried out to justify the validity and the effectiveness of the proposed SUWOC matrix 
in allocation procedure. A typical example,given in the Table I, is consideredfor the comparison among the LCM, 
WOC based LCM, VAM approaches and proposed SUWOC based LCM. The solution along with sequentially 
updated weighted opportunity cost matrix which is incorporated in the cost matrix is shown in the Table II. The  
 
 
 
comparison study of this typical TP problemis shown in the Table III. It is observed that the proposed SUWOC matrix  
 
based LCM approach outperforms to other approaches.  
 
 
 
 
 
 
 
 
 
 
 
 
Table III. The comparison among LCM, WOC-LCM, VAM, and SUWOC based LCM approach 

Method LCM WOC-LCM VAM SUWOC-LCM 
Total Cost 585 585 585 515 

Conclusion:In this study, we have developed a Sequentially Updated Weighted Opportunity Cost (SUWOC) matrix 
on the basis of WOC matrix. Both the WOC as well as SUWOC matrix are formulated by the manipulation of supply 
and demand entries along with cost entries as well where supply and demand entries are treated as weighted factors. 
But SUWOC matrix is updated in each step of allocations whereas WOC is invariant in every step of allocations. On 
the basis of the experimental study, we may conclude that sequentially updated weighted Opportunity Cost (SUWOC) 
matrix based LCM approach is much more efficient than WOC based LCM approach. Moreover the proposed 
SUWOC based LCM outperforms LCM as well as VAM approach. 
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Table II. Solution of the Ex. 1 obtained by proposed SUWOC 
matrix 

Table I. Transportation Problem 

Total Cost,   (SUWOC based approach) 
10×2+20×2+5×4+5×7+20×8+30×8 = 515 
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Numerical Simulation of Two-Dimensional Wave Equation and Convergence Analysis 
of One Dimensional Wave Equation 

 

 
 
 
 
 

Abstract 
The paper demonstrates the two-dimensional wave equation which is a hyperbolic second order partial differential equation. The 

numerical simulations are computed with different boundary conditions and initial conditions. Finite difference method is 
investigated for the numerical solution. The mesh effects of reflecting boundary conditions and absorbing boundary conditions 

have been developed. The behavior of propagation of wave for different time steps has been illustrated. Finite difference scheme 
for the numerical solution of the one-dimensional wave equation is investigated. A comparison of exact analytical solution and 
numerical solution of one-dimensional wave equation that estimates relative error in 𝐿 ˗norm and the corresponding numerical 

feature ofconvergence is presented. The Von Neumann stability analysis has been performed that leads to determine the stability 
condition of maximum time-step selection. The order and accuracy of the scheme and convergence have been tested. Some 

qualitative behaviors of the analytic solution and numerical solution of both two-dimensional and one-dimensional wave equation 
are verified by the numerical simulation. 

 

Keywords: Finite difference method, two dimensional wave equation, one dimensional wave equation 
 
Introduction:  
Let’s consider two dimensions, for examples waves in an elastic sheet like a drumhead. If the rest position for the 
elastic sheet is the (𝑥, 𝑦) plane, so when it’s vibrating it’s moving up and down in the z-direction, its configuration at 
instant of time is a function 𝑧(𝑥, 𝑦, 𝑡) [1],[3].  
The two dimensional wave equation is of the form  

𝜕 𝑢

𝜕𝑡
= 𝑐

𝜕 𝑢

𝜕𝑥
+

𝜕 𝑢

𝜕𝑦
 

2D Wave Equation  
Consider the 2D wave equation with some free region [2] 

𝜕 𝑢

𝜕𝑡
= 𝑐

𝜕 𝑢

𝜕𝑥
+ 𝑐

𝜕 𝑢

𝜕𝑦
+ 𝑓 

which can be discretized as [1][4] 

𝑢 , = 2𝑢 , − 𝑢 , + 𝑐
∆𝑥

∆𝑡
𝑢 , + 𝑢 , − 4𝑢 , + 𝑢 , + 𝑢 , + ∆𝑡 𝑓  

 
Result and Discussion:  
In this paper, the numerical investigation has been simulated for different dimension of wave equation. The numerical 
behavior in terms of different initial and boundary conditions is studied. It was found that an absorbing boundary can 
be obtained by a gradual reduction of amplitude at the end of each time step. This reduction takes place in a strip of 
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grid points surrounding the mesh. The reduction factor has the largest value on the grid boundary and it tapers 
gradually towards the center of the grid. This gradual tapering is necessary to eliminate reflections [3],[4],[5]. 

 
 
 
Fig-01 and Fig-02 shows the amplitude snapshot at progressive time steps. The waves produced from the center are 
propagating through the boundary. We have investigated T=10 second to show the propagation. Here for T=2sec and 
T=4sec we have noticed the progressive of waves with forwarded time steps.  
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Fig-02: The numerical mesh effect of   
             2D wave eqn for T=4sec 

Fig-03: The effect of reflecting boundary  
condition at T=8sec 

Fig-04: The effect of absorbing boundary  
condition at T=8sec 

Fig-05: The 2D effect of reflecting 
boundary condition at T=10sec 

Fig-06: The 2D effect of absorbing boundary  
condition at T=10sec 

Fig-01: The mesh effect of 2D wave  
eqn for T=2sec 
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Abstract 

Facility layout is an arrangement of different relevant departments in an appropriate manner to achieve desired 

goals. If the layout is inappropriate arrangement then the labor, equipment, space and other resources are not 

effect lively and efficiently utilized. To develop services, production quality and to utilize other resources, require a concurrent 

engineering approach to design the layout. Engineers, designers, supervisors, need automated tools to effectively analyze layout 

and design an optimal figure. Centre to success is the integration of multi objective mathematical procedures with robust design 

techniques and virtual representation in a stereoscopic real scale. In this study, we highlight how much differences are there in 

between an ordinary layout and a well define layout. Then we provide an overview of assorted formulations of the problem that 

rise in the literature. We provide accurate and heuristic mixed integer programming model for facility layout problem to solve and 

present about the benchmark instances extensively used in the literature. 

1. Outcomes 

This paper work is a multi-objective unequal area facility layout model has been developed considering some practical 

criteria in designing facility layout such as qualitative factors as well as makespan of the overall system. The 

developed constrained multi-objective mixed-integer linear model has been optimized to determine the optimal 

arrangement of the departments within the facility as well as the optimal dimensions of the departments so that 

material transportation cost, makespan of the overall system will be minimized and total closeness rating score will be 

maximized. 

2. Mathematical Formulation  

𝑉 = ∑ ∑ ∑ (𝐴 𝑥 + 𝐵 𝑥 + 𝐶 𝑥 ) …………. (E1) 

𝐹 = ∑ ∑ 𝑓 𝑦  ……………………….. (E2) 

                          Minimize: 𝑍 = ∑ ∑ ∑ 𝑉 + ∑ ∑ 𝐹  …………(E3) 

                          S.t.  

∑ 𝑥 = 𝑠           Where j=1,…,m and p=1,…….,a    



∑ 𝑥 = 𝐷           Where j=1,…,m and p=1,…….,a

∑ 𝑥 ≤ 𝐿 𝑦      Where i=1,…..n and j=1,………,m

Where, 𝑠 = Product available at department, 

on routes, 𝐹 = total fixed cost for using a route, 

for routes used, 𝐴 = variable shipment cost on routes for first product, 

second product, 𝐶 = variable shipment cost on routes for third product, 

minimum load, Maxs = maximum supply. 

3. Results 

In order to find the optimum solution of the formulated MIP model, first the (E1), (E2) and (E3) models were solved 

by employing AMPL . The program was written according to the flow mat

the main module containing the actual program and the data file containing data of the various parameters. Finally the 

optimal solution of the MIP could be obtained. The program was executed on Intel(R) Core (TM

with a 2.27 GHz processor and 2.0 GB RAM. 

following). 

Conclusion 

In this paper mixed integer linear model is derived to find out the optimum facility location. For thi

matrix model is used to seek which facility locate first. Finally by the discussed model, with the help of AMPL 

programming, total cost is optimized. Then according to low cost technique, optimum facility is obtained. 
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𝑦 ≤ 𝑀𝑎𝑥𝑠 

Where j=1,…,m and p=1,…….,a 

Where i=1,…..n and j=1,………,m 

𝑥 ≥ 𝑀𝑖𝑛𝑙 

𝑥 ≥ 0 

𝑀𝑎𝑥𝑠 > 0 

𝑀𝑖𝑛𝑙 ≥ 0 

= Product available at department, 𝐷 = product required by customers, 𝑉  = total variable shipment cost 

= total fixed cost for using a route, 𝑓 = fixed cost for using a route, 𝑥 = units to be shipped, 

= variable shipment cost on routes for first product, 𝐵 = variable shipment cost on routes for 

= variable shipment cost on routes for third product, 𝐿 = maximum shipm

In order to find the optimum solution of the formulated MIP model, first the (E1), (E2) and (E3) models were solved 

by employing AMPL . The program was written according to the flow matrix for AMPL. It consists of two main parts; 

the main module containing the actual program and the data file containing data of the various parameters. Finally the 

optimal solution of the MIP could be obtained. The program was executed on Intel(R) Core (TM

with a 2.27 GHz processor and 2.0 GB RAM. Then from the started ordinary layout became optimum layout (the 
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In order to find the optimum solution of the formulated MIP model, first the (E1), (E2) and (E3) models were solved 

rix for AMPL. It consists of two main parts; 

the main module containing the actual program and the data file containing data of the various parameters. Finally the 

optimal solution of the MIP could be obtained. The program was executed on Intel(R) Core (TM) i3 personal machine 

Then from the started ordinary layout became optimum layout (the 

In this paper mixed integer linear model is derived to find out the optimum facility location. For this objective flow 

matrix model is used to seek which facility locate first. Finally by the discussed model, with the help of AMPL 

programming, total cost is optimized. Then according to low cost technique, optimum facility is obtained.  
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Abstract 
In this study, shallow water equations (SWEs) in Cartesian coordinates are solved by the method of lines (MOLs) with the use of 
higher order finite difference approximations method for the prediction of water levels due to the interaction of tide and surge 
along the coast of Bangladesh. In this regard, the model equations were converted, by 5-point central difference (5PCD) 
approximation method as a test case, into a set of ordinary differential equations (ODEs) of initial valued, which were being 
solved by the Runge-Kutta (4,4) method. To incorporate coastal complexities with minimum cost, one way nested grid technique 
was exercised. Along the northern side of the innermost child scheme, the fresh water Meghna river discharge was taken into 
account. A stable tidal oscillation was generated by the 2M  tide. Numerical experimentations were performed with the cyclone 

April 1991 that hit the coast of Bangladesh. The model simulated results were found to be in good agreement with observed data 
obtained from the Bangladesh Inland Water Transport Authority (BIWTA) and can be found to be better in comparison with the 
results obtained with different significant approaches with regard to root mean square error analysis. 
 

Model equations 
The vertically integrated SWEs can be given by [1] 
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As in [2], the wind stress and the wind field are, respectively, generated as:  

     aaaaDayx vuvuCTT ,,
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Boundary conditions 
At the closed boundaries, the normal component of the depth averaged velocity is set to zero and for the open 
boundaries, radiation conditions are used. Following Paul et al. [1], the western, eastern and southern open boundary 
conditions are, respectively, set as: 

  ,021  hgv   021  hgv and      
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The discharge of the Meghna River is incorporated by the formula:   .


hB

Q
uub  

In the above equations, the symbols carry their usual meaning and can be found in [1]. 
 

Numerical procedure 
Set-up of nested schemes:  
 

To incorporate coastal complexities with considerable accuracy, one way nested grid technique is used for simplicity 
of its application. The details of it are presented in Table 1 and Fig.1. 
Table 1 Details about the nested schemes. 

Scheme Domain Step size along x-axis Step size along y-axis Number of grid points 
CMS 15o -23o N and  85o-92o E 15.08 km 17.52 km 60 61 



FMS 21o15'-23o N and 89o -92o E 2.15 km 3.29 km 92 95 
VFMS 21.77o-23o N and  90.40o-92o E 720.73 m  1142.39 m 190 145 

Discretizations: 
The spatial grid increments are given by )even(...,3,2,1,)1( mixixi  , )odd(...,3,2,1,)1( njyjy i  . The SWEs 
are discretized by the following 5PCD approximation formula [3] 

 .2h)+u(x -h)+u(x 8+h)-u(x 8-2h)-u(x 
12

1)(

hxd

xud
    (5) 

Then Eqs. (1)-(3) will be transformed to the forms that can be found in [1]. 
 

Model run     
Discretized equations obtained from Eqs. (1)-(3) along with discretized boundary conditions and necessary inputs 
obtained from BMD were solved by the Runge-Kutta(4,4) method. Firstly appropriate tidal condition is generated 
from cold start )0(  vu by forcing the sea surface to be oscillatory with the 

2M constituent along the southern 
open boundary of the CMS in the absence of atmospheric pressure. Then surge model is run with the generated tidal 
condition as the initial state of the sea for obtaining total water levels due to the interaction of tide and surge.  
 

 
Figure 1 Domain of the study area with nested 
schemes (after Paul et al. [4]). 

(a) 

 
(b) 

 
(c) 

 
Figure 2 Computed water levels with respect to the mean sea level 
due to tide, surge, and their interaction with observed data at (a) Hiron 
Point, (b) Char Chenga and (c) Chittagong. 

Results 
 

Our computed water levels presented in Fig. 2 and Table 2 show a reasonable agreement with the observed data from 
the BIWTA. 
Table 2 Estimated RMSE values in meter by the present study, 3PCD MOLs with the RK(4,4) method and FDM.  

Stations MOLs (5PCD) MOLs (3-point) FDM 
Hiron point 0.05 0.32 0.03 
Char Chenga 0.38 0.38 0.58 
Chittagong 0.25 0.32 0.48 

Conclusion  

The model simulated water levels agree well with observed data. Thus, the approach adopted in the study seems to be a 
feasible component for an operational forecasting model for the coastal region of Bangladesh. 
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Abstract 
In this study, we have investigated the first phase evolution of a Jupiter like protoplanet formed via disc instability. Firstly, initial 
configurations of thermodynamic variables of the protoplanet are estimated assuming it to be fully convective, where the used 
equation of state was Saumon-Chabrier-van Horn (SCvH). Grain radius spectrum was then estimated. With the estimated results 
we investigated grain settling time by the process of cold welding. The results obtained in the study were found to agree 
reasonable well with the results obtained in some previous investigations. 
 

Keywords: Protoplanets, Convective heat transfer, SCvH equation of state, Settling time. 
 

The model equations: We consider a protoplanet whose mass is comparable with a Jupiter mass. For model 
equations, the protoplanet is assumed to be a spherical object of solar composition of gas, which is in quasi-static 
equilibrium, where the gravitational contraction of the gas is only the source of energy [1]. Thus if we assume that the 

heat transport in fully convective, the structure of the protoplanet can be given by the following set of equations: 

The equation of hydrostatic equilibrium: 
2

( ) ( )
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dp r GM r
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dr r
     (1)   

The equation of conservation of mass: 2( )
4 ( ).

dM r
r r

dr
      (2) 

The equation of convective heat flux:
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The SCvH EOS: 1
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In the above equations, ( ), ( ), ( ), and ( )P r T r M r P r  represent the pressure, temperature, mass and density, 

respectively, at distance r  from the centre of the protoplanet,   is the ratio of specific heat,  iB T  represent the virial 

coefficients.  
 

Boundary conditions: Following Paul et al. [2], the following boundary conditions are used 

  0,T r    0P r  , ( )M r M at  r R (surface) with  0)( rM  at  0r (centre). 
 

Grain growth and equation of motion: The appropriate equation giving the rate of growth of falling grains can be 
given by [2] 

.
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   (5)     

The equation of motion of a falling grain at depth x below the surface is given by [3] 
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In the above equations, gm  represents the mass of the grain, G  the universal gravitational constant, gr   and g  

represent the radius of the grain and grain material density, respectively.  
 

Numerical procedure: For initial configuration of thermodynamic variables inside a protoplanet, Eqs. (1)-(3) are 
non-dimensionalized with the help of Schwarzschildtransformation and are solvedby the RK(4,4) method with the 
approximated boundary conditions obtained by series solutions of Eqs. (1)-(3). We used only 2nd virial coefficient, 
which yielded reasonable results. Grain growth is calculated using Eq. (5) by Simpson’s 31  rule with the initial 

distribution of thermodynamic variables. Finally Eq. (6) is solved for settling time by the RK(4,4) method with the 
distribution of mass and grain growth.  
 

 Results: The distribution of thermodynamic variables dispalyed in Fig. 1 show a reasinable agreement  with those 

obtained in [1, 2, 4].The radius spectrum of some grains having different initial radii is depicted in Fig. 2, which can 
be found to be consistent with those found in [2]. Our calculated settling time is presented in Table 1. The results are 
in a reasonable agreement with those obtained in [4] and it is satisfying to see that this time is well within the initial 
contraction time ( ~ 105 years). 
 

Tab
le 1 
Grai
n 
settl
ing 
time 
 

cm cm 310  cm 

time  (in years) time  (in years) time  (in years) 

2108.2    3105.7   
41052.1   

Conclusion:A solid core in a Jupiter like protoplanet can be formed in a time short on astronomical time scale. 

eferences 

[1]   G. C.Paul, J. N. Pramanik and S.K. Bhattacharjee, Gravitational settling time of solid grains in gaseous  
protoplanets, Acta Astronaut.,76, 95–98 (2012). 
[2]    G. C. Paul and S. K. Bhattacharjee, The radius spectrum of solid grains settling in gaseous giant protoplanets,Earth Sci. 
Inform., 6, 137–144 (2013).  
[3]I. P. Williams  and M. J. Handbury, Segreation of the heavy elements in the solar system, Astrophys. Space Sci., 30,    215-
223(1974). 
[4]    R. Helled, M. Podolak and A. Kovetz, Grain sedimentation in a giant gaseous protoplanet,Icarus, 195, 863–870, (2008). 

 
 
 
 
 
 

1
0 10r 2

0 10r

t t t

Fig. 1 The 
distribution 

of p ,  q 

and  t  

Fig. 2 Grain 
radius spectrum 
inside a Jupiter 
massprotoplanet 



 
 
 
 
 
 
 
 
 

P41: Numerical mathematics  
Efficiency and Accuracy of a Hexagonal Model Boltzmann Equation 

Discretized on Triangular Grid in ℝ2
. 

 
LaekSazzadAndallah 

Department of Mathematics Jahangirnagar University Savar Dhaka-1342 
 

Abstract 
This paper presents an estimation of computational cost and relative error for the evaluation of the hexagonal model Boltzmann 
collision operator discretized on a tri-angular grid in ℝ2. The Numerical efficiency and accuracy of the model on triangular grid is 
compared with that on a hexagonal grid. The numerical simulation resultshows that the discrete model Boltzmann equation satisfy 
the basic kinetic features like the conservation laws and H-theorem. 
Keywords:  Kinetic equation, The Boltzmann equation, Discrete Velocity model, Hexagonal grid, Triangular grid. 
AMS subject classification: 76P05, 82c40 
 
Introduction 
Kinetic equations with the nonlinear Boltzmann equation as prototype, describe the evolution of molecules of rarefied 
gases. For𝑓 = 𝑓(𝑡, 𝑥, 𝑦) , a non-negative density function depending on the variables, time𝑡 ∈ 𝑅, 𝑡 ≥ 0, the molecular 
velocity 𝑣 ∈ 𝑅 , 𝑑 ∈ {2,3}and the space𝑥 ∈ 𝑅 , 𝑚 ∈ {1, … … . . , 𝑑}, the nonlinear Boltzmann equation is given by  
(𝜕 + 𝑣. ∇ )𝑓(𝑣) = 𝐽[𝑓, 𝑓] (1.1) 
Where 

𝐽[𝑓, 𝑓]: =  ∫ ∫ 𝑘(𝑣 − 𝑤, 𝜂)[f(𝑣 )f(𝑤 )-f(v)f(w)]𝑑 𝜂𝑑 𝑤    (1.2) 
is a  (2𝑑 − 1)  fold integral known as Boltzmann collision operator. Here 𝑘(. , . )is the collision kernel. 
 
This paper determines the computational cost for the evaluation of the Boltzman collision operator discretized on a 
triangular grid in ℝ2and, reports the efficiency and accuracy in comparison with the model developed in [1]. The 
article performs numerical experiments and verifies the basic kinetic features like the conservation laws and H-
theorem. 
 
Comparison of computational efficiency 
For a point-wise evaluation of the full collision operator 𝐽[𝑓, 𝑓], first we calculate 

𝑆 ≔ 𝑓 𝐻𝑓 𝐻 + 𝑓 𝐻𝑓 𝐻 + 𝑓 𝐻𝑓 𝐻and𝑇 ≔ 𝑓 𝐻𝑓 𝐻𝑓 𝐻 − 𝑓 𝐻𝑓 𝑓 𝐻, 

then we calculate 

𝐽 𝐻 ≔ 𝛾 (𝑆 − 3 ∗ 𝑓 𝐻𝑓 𝐻) − 𝛾 (−1) 𝑇,   𝑖 = 0 … … . . ,5, 𝑗 = 𝑖 + 3 𝑚𝑜𝑑 6 

For the calculation of the collision operator𝐽[𝑓, 𝑓], at each time step, we define the total computational cost (in 
FLOPS)𝐶 : = 6 × (14 × 𝐻 + 7 × 𝐻 ) . Using the general formulae for the 𝑁 -layer grid [2], we make a list of the 
number of grid points, number of basic hexagons, number of larger hexagons and the computational cost  𝐶   for a 𝑁-
layer model, (𝑁 = 0, . . ,10)as in the following table. 

𝑁 0 1 2 3 4 5 6 7 8 9 10 
≠ 𝑛𝑜𝑑𝑒𝑠 6 19 37 61 91 127 169 217 261 331 397 
≠ (𝐻 ) 1 7 19 37 61 91 127 169 217 271 331 
≠ (𝐻 ) 0 2 17 63 164 350 657 1127 1808 2754 4025 
≠ (𝐻 ) 1 9 36 100 225 441 784 1296 2025 3025 4356 
𝑐𝑜𝑠𝑡 𝐶  84 672 2310 5754 12012 22344 38262 61530 94164 137592 196854 



𝑐𝑜𝑠𝑡 𝐶

≠ 𝑛𝑜𝑑𝑒𝑠
 

14 35 78 62 94 132 176 284 360 416 496 

Table 1: Computational cost for a 𝑵-layer triangular grid model. 
Using the general formulae for the 𝑁 -layer grid of the model [1], we make a list of the number of grid points, number 
of basic hexagons, number of class-A and class-B hexagons and the computational cost𝐶 : = 6 × (14 × 𝐻 + 7 ×

(𝐻 + 𝐻  ) ),  for a 𝑁 -layer model, (𝑁 = 0 … . . ,10) as in the following table. 
 

𝑁 0 1 2 3 4 5 6 7 8 9 10 
#(𝑛𝑜𝑑𝑒𝑠) 6 24 54 96 150 216 294 384 486 600 726 

#(𝐻 ) 1 7 19 37 61 91 127 169 217 271 331 
#(𝐻 ) 0 6 36 120 300 630 1176 2016 3240 4950 7260 
#(𝐻 ) 0 3 26 99 264 575 1098 1911 3104 4779 7050 

#(𝐻 +𝐻 ) 0 9 62 219 564 1205 2274 3927 6344 9729 14310 
#(𝐻 ) 1 6 81 256 625 1296 2401 4096 6561 10000 14641 
𝑐𝑜𝑠𝑡 𝐶  84 966 4200 12306 28812 58254 106176 179130 284676 431382 628824 
𝑐𝑜𝑠𝑡 𝐶

#𝑛𝑜𝑑𝑒𝑠
 

14 40 78 128 192 270 361 466 586 719 866 

Table 2: Computational cost for a 𝑵 -layer hexagonal grid model. 
In order to compare the two models, the tables also contain the computational costs per node for different layers and 
this shows that the triangular grid model is much more efficient than the hexagonal grid model. 
 
Comparison of accuracy 
In this section we present numerical results based on the four-layer triangular grid in ℝ2. In the case of space-
homogeneous case, we present error estimation by comparing the numerical solution with the exact solution of the 
Boltzmann equation due to Wu and Krook [3] for maxwell molecules.  

 

Fig.1 Fig.2(a) Fig.2(b) Fig.4 
 
Fig.1 presents the comparison of the relative error for a 91-velocity model in triangular grid with that for a 96-velocity 
model in hexagonal grid model. This shows that the accuracy of the triangular grid model is negligibly better than that 
of the hexagonal grid model.Fig.2(a) is the initial state and Fig.2(b) is the final state of the relaxation problem which 
shows that like the hexagonal grid model, the triangulardiscrete model Boltzmann equation also satisfy the 
conservation laws. Fig.3 shows that the entropy is non-increasing with respect to time. These numerical results are 
basic features of kinetic theory. 
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Abstract 

Soap and Cosmetic industry (SCI) is a promising sector in Bangladesh. This industry can provide miscellaneous opportunity to 
increase Gross Domestic Product(GDP) growth rate. The SCI has been supplying  toiletries products to the people of Bangladesh 
and international at the lowest price in the world. From the questionnaire survey it is observed that the study outlined major 
concerns focusing on the entire problems.  It is also creating employment opportunities for the poor men and women and this 
industry is a symbol of the country’s economy in the world economy. In This research paper, presents a model that deals with a 
production optimization of soap and cosmetic industry In Bangladesh .We formulated a model by using collected data from Mega 
Sornali Soap Industry situated at comilla and The performance of the model is explained . In addition, production maximization 
and cost minimization in different parameters are analyzed. It has been figured out the actual situation of the model. The 
formulated mixed integer linear programming model has been solved by branch and bound algorithm using A Mathematical 
Programming Language (AMPL). 

 
1. Outcomes  

The research has some possible outcomes. Firstly, the model will capable to minimize the production cost of SCI.  The 
productivity of different products could be increased. Further, it could be illustrated the shadow price and sensitively of various 
parameters. The study will be able to identify the limitations and complexities of the SCI. Finally, this model will be validated and 
calibrated by deploying for a SCI in Bangladesh. 
 

2. Mathematical Formulation 
 
Maximize:  Z = ∑ 𝑋 

   𝐿 𝑋 <= s  .. .. ..  . . .  …………1A 
   𝑀 𝑋 <= t ……………………..2A 
   𝑅 𝑋 <= c …………………… 3A 
   𝑈 𝑋 <=d ………………………4A 
 
 

 
 
 
 
 

 
3. Results 



In order to find the product maximization solution of the MILP model first the (1A), (2A) (3A) and (4A) models were solved by 
employing AMPL. The program was written according to the flow matrix for AMPL. It consists of two main parts; the main 
module containing the actual program and the data file containing data of the various parameters such as production cost, labor 
cost, raw materials cost, fixed opening cost, utility cost and transportation cost etc.Finally the optimal solution of the MIP could 
be obtained. The program was executed on Intel(R) Core (TM) i3 personal machine with a 2.27 GHz processor and 2.0 GB RAM. 
 
Conclusion 
The Mixed Integer Linear Programming Problem is only a special topic of the Linear Problems. It would be a rare instance when a 
linear programming problem actually be solved by hand. There are too many computers around and too many linear programming 
software programs to justify spending time for manual solution. There are also programs that assist in the construction of the 
linear programming or Mixed integer Linear Programming. Probably the best known is MILP- Mixed Integer Linear 
Programming Problem. This Provides a high-level language for easy representation of complex problems. 
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Abstract 
The present study concerns with three components reaction-diffusion systems to understand the phenomenon of semi-arid 

ecosystems. We consider a well-known the Rietkerk et al.modelas water transportation of surface and soil. In this work, we use 
numerical bifurcation analysis to determine the pattern forming region of the model as one parameter family of solutions. In 

addition, we calculate the essential spectral via numerical continuation methods to describe the instability of periodic traveling 
wave. Finally, we try to compare our results that are consistent with empirical data. 

Keywords: Reaction-diffusion-advection equations, periodic traveling wave, bifurcation analysis 

1. Introduction 

In many semi-arid ecosystems, a cover of vegetation is absent and is self-organized into the landscape-scale patterns. 
There are many examples of such pattern as labyrinthine, spotted, striped, gapped patterns [1], [2], [3]. Since the 
empirical study and field experiments are typically very limited, a mathematical modeling plays an important role to 
investigate this phenomenon. However, a mathematical model based on “water redistributed hypothesis” was 
proposed by Rietkerk et al. [4] and this model is based on soil water and surface water from the ecological point of 
view. We investigate the vegetation patterns in a semi-arid ecosystem with the Rietkerk et al. model. 
2. Model 

In this work, we consider the Rietkerk et al. model in non-dimensional form as follows:  
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The model involves three variables: plant biomass P(x, t), soil water W(x, t) and surface water O(x, t), which are 
functions of space x and time t.Here, the parameters 𝐶, gmax, k1, Dp, α,  k2, W0,  rw, Dw, D, v, Rindicate as 

conversion of water uptake into new biomass, maximum water uptake per unit of biomass, half-saturation constant for 
water uptake, plant dispersal coefficient, maximum infiltration rate, saturation constant for water infiltration, units 
water infiltration rate without plants, specific rate of evaporation and drainage, diffusion coefficient of soil water, per 
capita death rate of plants, advection coefficient for downslope water flow and mean rainfall respectively. 



3. Results and discussion 

By using a travelling wave coordinate𝑧 = 𝑥 − 𝑐𝑡, c where x and t are respectively space and time coordinates and c 
denotes the wave speed, we study the periodic traveling wave (PTW) in model (1). 
 

(a)                                                                                            
(b) 

Fig. 1. (a)The existence of PTWs of the model (1).(b)A bifurcation diagram of model (1) 
Figure 1(a) illustrates the existence of PTW solutions of (1) as a function of parameter R and the wave speedc. Here, 
we consider the parameter R as a free parameter and other parameter settingsC = 10, gmax = 0.05,  k1 = 5, Dp = 0.1,

α = 0.2, k2 = 5, W0 = 0.2, rw = 0.2, Dw = 0.1, D = 0.25, v = 10.The triangles on the R − cparameter plane 
indicates that there is no PTW on that point. The values on the parameter plan indicate the periods of the PTW 
solutions.But, we do not know the stability of the waves in the parameter plane yet.Figure 1(b) displays the branch of 
PTW solutions of model(1) with fixed wave speed 𝑐 = 0.001 as a function of parameterR.This figure demonstrates 
that the period is a monotonically decreasing function ofR. 
4. Conclusion 

We have studied the existence of the PTW solutions in the standard Rietkerkmodel (1). Our results showed that the 
period is monotonically decreasing function of parameterR. The result of our study will reveal the understanding of 
semi-arid regions and qualitative changes in environments. 
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Abstract 
In this paper, we propose and analyze a mathematical model to study the spread of leukemia and its treatment by using the most 
effective immunotherapy presently known as ‘gene therapy’. The model is governed by four state variables namely; susceptible 
blood cells, infected blood cells, cancer cells and immune cells. The model is analyzed by using the stability theory of non-linear 
differential equations and numerical simulation. A major goal of this work is to determine the spread of leukemia after applying 
immunotherapy. Our analysis examines 12 parameters. We have observed the system is stable in the local and global sense if 
antigenicity rate of immune cells is greater than a threshold value dependent on the density of immune cells. Besides this, external 
infusion of immune cells reduces the concentration of cancer cells and infected cells in the blood. This implies that immune cells 
kill cancer cells on being stimulated and as antigenicity rate increases rate of destruction of cancer cells also increase leading to 
decrease in the concentration of cancer cells and infected cells in the body. 
Introduction 
      In the 19th century the European physicians 1st observed that their patients had abnormally high levels of white 
blood cells, and they called the disease “weisses blut,” meaning “white blood.” The term “leukemia” that is used now 
comes from the Greek words “leukos” and “heima,” also meaning “white blood” (Leukemia and Lymphoma Society, 
2005). In 2017, 62,130 people are expected to be diagnosed with leukemia and 24,500 people are expected to die from 
leukemia (according to Leukemia and Lymphoma Society). 
Leukemia is a malignancy (cancer) of blood cells. It is a cancer of the tissues in which blood is formed. When 
leukemia strikes, then millions of abnormal, immature white blood cells called leukocytes are released from the blood 
forming tissues into the blood circulatory systems. 
In this paper, we propose a four compartmental mathematical model for the human immune system’s response to 
leukemia in gene therapy which is known as immunotherapy. 
Mathematical Model of Leukemia 
Table-1: Parameter used in the model (1) 
Description Symbols Values Description Symbols Values 
Source term of 
susceptible 
population 

A      1.5 Natural death 
rate of cancer 
cells 

ok       0.5 

Natural death 
rate of 
susceptible cells 

0a    0.01 Loss rate of 
cancer cells due 
to immune cells  

1k     0.005 

Decay rate of 
susceptible cells 
by cancer cells 

 
  

0.00001 Rate external re-
infusion of 
immune cells 

 
B  

      2 

Natural death 
rate of infected 
cells 

 

0  

 0.003 Proliferation rate 
of immune cells 
due presents of 
cancer antigen 

 
b 

    0.01 

Decay rate of 
infected cells by 
cancer cells 

1  0.004 Natural death 
rate of immune 
cells 

0b      0.05 

Source rate of 
cancer cells 

k
 

10 Loss rate of 
immune cells 1b     0.001 

To model leukemia, we first need to consider the spread of leukemia in the blood circulating system. Our interest is to 
present a mathematical model of leukemia and analyze that how change happened in the blood cells after using the 
treatment gene therapy. Let s be the population susceptible blood cells, i be the population of infected cells,cbe the 
population of leukemic cells (abnormal cells), w  be the population of white blood cells or immune cells. 
Following the basic intracellular process of bilinear mass action for cancer growth, the epidemic model is proposed as 
follows: 



0

0 1

0 1

0 1

ds
A a s sc

dt
di

sc i ci
dt
dc

k k c kcw
dt
dw

B bc b w bwc
dt



  

  

  

  

   

                                                     (1) 

The model is positively invariant and bounded in the region 

0 0 0
0 0 0

( , , , ) : 0 ( ) , 0 ( ) ( ) , 0 ( ) 0 ( ) ( ) / min( , )
A A k bk

s i c w s t s t i t c t and w t B b and a
a k k

 


 
             

 
Mathematical 

Analysis of Model 
Here we investigate the positivity of the model, find out different equilibrium points (disease free and endemic), 
formulate the basic reproduction number and check the stability at disease free and endemic equilibrium points. 
Numerical Results 
For the numerical result we use the parametric values used in the above table. The model system is simulated using 
ODE45 solver written in MATLAB programming language.  
 

 
  Figure: Variation of susceptible blood cells (s), infected blood cells (i), cancer cells (c), immune  
cells (w) with time (t). 
Conclusion 
    Mathematical modeling is a valuable tool with great potential in leukemia research. Mathematical models have 
already been applied to many aspects of these diseases. A research environment in which ideas and data are shared 
across disciplines will lead to more rapid discoveries that will improve our ability to treat leukemia. 
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Abstract  
Gray et al. [1] identifies Batrachochytrium Salamandrivorans(Bsal) as an emerging fungal pathogen that caused rapid 

die-offs of naive salamanders in Europe and predicts North America will soon experience similar devastation if no 
policy actions are taken and the pathogen emerges. In order to better understand Bsal pathogen dynamics we develop 

Susceptible-Infection-Susceptible (SIS) type disease models for a population of Eastern Newt adults. The models 
incorporate two routes of pathogen transmission: direct transmission via contact between infected and susceptible 

individuals and environmental transmission via shed zoospores in the water. Multiple stages of infection are 
incorporated into the model, allowing disease-induced mortality and zoospore shedding rates to increase as the disease 
progresses. Numerical simulations, parameter sensitivity analysis, and calculations of the basic reproductive number 

shed insight into pathogen dynamics. 
 

1. Model Development  
We begin with a base model of ordinary differential equations where individuals are divided into three subpopulations, 
susceptible S(t), latently infected but not infectious L(t), and infectious I(t).  Total population is denoted as 

       . N t S t L t I t   Infected individuals shed two types of Bsal zoospores,  mZ t  and  eZ t  into the 

environment. The base model structure is depicted in figure 1 and the equations take the  
following form: 

Figure 1: Structure of the Base Model 
whereb is the birth rate of susceptible individuals, µ is the natural mortality, and K is the carrying capacity.  
Susceptible individuals can become latently infected after contact with an infected individual following direct 
transmission rate ( )g I . Here, we consider both frequency-dependent and density-dependent direct transmission rates: 

g(I )   I

N
 or  g(I )  ̂ I where   is the frequency-dependent direct transmission rate  

and ̂   / S(0)  is the density-dependent direct transmission rate.  Susceptibility individuals can also become infected 

after contact with environmental zoospores by the environmental transmission functions  . ( ) and . ( )m m e ef Z f Z   

where 

( ) =  and   ( ) = m e
m m e e

m m e e

Z Z
f Z f Z

Z Z  
  

where m and e are the Bsal ID50s (the doses of each zoospore type needed to infect 50% of a population). Latently 

infected individuals ( )L t  have an incubation duration of   1/  , after which they become infectious  ( )I t . Infectious 

g(I)
S L

Z

ρf  (Z  ) ω

I

µµ µ+δ

 ε 

b
m m

m Ze

eωm

ξ

γ

e
ξ

m

ρf  (Z  )e e



individuals have a Bsal induced mortality rate of  and recover at rate  . Once recovered, we assume that an 

individual becomes susceptible again.  Infectious individuals shed zoospore mZ  at rate  m  and zoospore eZ at rate  

e . These environmental zoospores naturally degrade at rates m and e , respectively. Infectious individuals in the 

base model leave the infectious compartment at constant rates  , ,  and .   However, the probability of leaving the I  
compartment should increase as an individual progresses through the disease. Here, we update the base model so the 
probability of leaving the infected compartment increases the longer the individual resides in this compartment.  
Following Wearing et al.[2],we divide the infection compartment into n sub compartments, each exponentially 
distributed with mean 1 / ( ( )n     :  

1
1

2
1 2

1

( )

( )( )

                 ...

( )( )n
n n

dI
L n I

dt
dI

n I I
dt

dI
n I I

dt

   

  

   

   

   

   

 

The full model incorporates multiple stages of infection  iI   with varying direct transmission rates and varying 

zoospores shedding rates. 
 

2. Model Analysis 
Analysis of the above models includes numerical simulations, calculations of the basic reproductive number, and 
parameter sensitivity analysis. The basic reproductive number is determined using the next generation matrix approach 
[3]. Parameter sensitivity analysis following Latin hypercube sampling and Partial rank coefficient correlation (LHS-
PRCC) following Marino et al.[4]. 
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Abstract 
Chikungunya, a re-emerging disease, was first identified in 1952 in Tanzania. The first outbreak of Chikungunya in Bangladesh 

was observed in Poba upozila Rajshahi in December 2008[1], and now in 2017,Bangladesh is experiencing another major 
outbreak. Chikungunya is caused by Chikungunya virus (CHIKV), which is a member of alphavirus genus and togaviridae family. 

According to the World Health Organization, CHIKV is transmitted from human to human by the bites of infected female 
mosquitoes most commonly the Aedes albopictusand Aedes aegypti species. The incubation period is usually 3-7 days but may 
vary from 1-12 days. The disease may be asymptomatic but in 72%-97% cases it shows high fever and join pain[2].The disease 

dynamics of dengue, zika, and chikungunya are similar since those all are transmitted by Aedes mosquitoes. Vector-borne 
diseases, such as these, are likely to covary with environmental conditions.  Altizer et al.[3]presents an analysis of seasonality and 
the dynamics of infectious diseases. The abundance of the mosquitoes, rate of pathogen transmission, parasite development within 

vectors, and many more things are directly related to seasonal variation. Here, we develop and analyze dynamical systems of an 
Chikungunya epidemic subject to seasonal variations. We consider the transmission rates between the hosts (humans) and vectors 

(Aedes mosquitoes) to vary periodically with time. 
 
 
 

1. Model Development: 
Expanding the work of Yakob and Clements [4]who presented an autonomous system of ordinary differential 
equations (ODE) to model Chikungunya, we incorporate seasonal variations in the transmission rates.  Our model is a 
non-autonomous compartmental ODE system that divides humans and mosquitoes into subpopulations taking the 
following form:  

  
𝑑𝑆

𝑑𝑡
=  −𝛽 (𝑡) 𝑆𝑍                                         (1𝑎) 

𝑑𝐸

𝑑𝑡
=  𝛽 (𝑡) 𝑆𝑍 − 𝜆  𝐸                              (1𝑏) 

𝑑𝐼

𝑑𝑡
= 𝜙 𝜆  𝐸 − 𝛾 𝐼                                      (1𝑐) 

𝑑𝐼

𝑑𝑡
= (1 − 𝜙)𝜆  𝐸 − 𝛾𝐼 (1𝑑) 

𝑑𝑅

𝑑𝑡
= 𝛾( 𝐼 + 𝐼 )(1𝑒) 

𝑑𝑋

𝑑𝑡
= 𝜇 − 𝛽 (𝑡)𝑋( 𝐼 + 𝐼 ) − 𝜇 𝑋         (1𝑓) 

𝑑𝑌

𝑑𝑡
= 𝛽 (𝑡)𝑋( 𝐼 + 𝐼 ) − 𝜇 𝑌 − 𝜆 𝑌     (1𝑔) 

𝑑𝑍

𝑑𝑡
= 𝜆 𝑌 − 𝜇𝑍                                        (1ℎ) 

where the human population is divided into five subpopulations, susceptible 𝑆(𝑡),exposed to pathogen 
𝐸(𝑡),symptomatically infectious 𝐼(𝑡),asymptomatically infectious𝐼 (𝑡), and recovered𝑅(𝑡).  Similarly, the mosquito 
population is divided into three subpopulations, susceptible 𝑋(𝑡), exposed to pathogen 𝑆(𝑡), after biting an infectious 
human, and infectious 𝑍(𝑡). Following Altizer et al.[3], we use the human-to-mosquito transmission rate, 

  𝛽 (𝑡) = 𝛼 + η  cos(𝜔 𝑡)) 
and the mosquito-to-human transmission rate, 



     𝛽 (𝑡) = 𝛼 + 𝜂 cos(𝜔 𝑡)) 
in order to incorporate seasonal variations.The parameters are described in the following table. 
 

 Parameters (units)                                             Value                                                                          
𝜙 host that develop symptoms (proportion) 0.97 

1/λ  host latent period (days) 2.0 
1/𝜆  host latent period (days) 2.0   
𝛾 host recovery rate (per day)  0.25 
1/𝜔 host pre-patent period (days 4.0 
1/µ  mosquito life span (days) 20 

α  human-to-mosquito base transmission rate 1250 
𝛼  mosquito-to-human base transmission rate 0.02 

η  seasonal transmission coefficient                           0.14 
η  seasonal transmission coefficient                           0.40 
ω  seasonal transmission scaling factor 

(number)           
0.035 

𝜔  seasonal transmission scaling factor 
(number) 

12.78 

Table 1:Model Parameters 

 
 

2. Model Analysis 
Analysis of the above model includes numerical simulations, parameter sensitivity analysis, and calculations of 
threshold conditions for disease persistence and epidemics.  Parameter sensitivity analysis following Latin hypercube 
sampling and Partial rank coefficient correlation (LHS-PRCC) following Marino et al.[5].  
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Abstract 
 

Chikungunya, dispatched by Aedes albopictus or Aedes aegypt mosquitoes is one of the major threats to the world. The disease is 
a reemerging arboviral which is epidemic in Africa and Asia. A massive outbreak happened on Reunion Island in 2006. It is a 

simple and deterministic epidemic model.We investigate a spatiotemporal dynamical system in perspective of the revealed data. 
Our aim is to numerically explain the mathematical model of the transmission of virus between human and mosquitoes by 

considering and parameterizing with up-to-date information. 
Keywords: Chikungunya, epidemic, traveling wave,spatiotemporal dynamical system. 

 
1.   Introduction: 
 
From the last decade, our world is facing numerous mosquito-borne alarming diseases like Malaria, Dengue, 
Tuberculosis, West Nile Virus, Chikungunya,Zika fever. Approximately one million death occurs every year in the 
world due to mosquito -transmitted diseases. So mosquito-based diseases have become a major concern to the 
researchers. Chikungunya is a mosquito-borne RNA viral disease first composed during an outbreak in Southern 
Tanzania in 1952. Investigation results [3] assist to comprehend the expansion of the disease, mutual interactions of 
parameters to look up optimum techniques for controlling the expansion of disease. 
 
2.Model 
 
As we know the standard epidemic model [3] has the equation of the form 
 
𝑑𝑆

𝑑𝑡
=  −𝛽 𝑆𝑍 

𝑑𝐸

𝑑𝑡
=  𝛽 𝑆𝑍 −  𝜆 𝐸 

𝑑𝐼

𝑑𝑡
= 𝜙𝜆 𝐸 −  𝛾𝐼 

𝑑𝐼

𝑑𝑡
= (1 − 𝜙)𝜆 𝐸 − 𝛾𝐼  

𝑑𝑅

𝑑𝑡
=  𝛾(𝐼 + 𝐼 ) 

 
𝑑𝑋

𝑑𝑡
=  𝜇 −  𝛽 𝑋(𝐼 + 𝐼 ) − 𝜇𝑋 

𝑑𝑌

𝑑𝑡
=  𝛽 𝑋(𝐼 + 𝐼 ) −  𝜆 𝑌 −  𝜇𝑌 

𝑑𝑍

𝑑𝑡
=  𝜆 𝑌 −  𝜇𝑍 

 
 
 
 

S= Susceptible hosts(proportion) 
E= Exposed hosts(proportion) 
I= Symptotically infectious hosts(proportion) 
𝐼 = Asymptotically infectious hosts(proportion) 
R= Recovered hosts(proportion) 
X= Susceptible mosquitoes(proportion) 
Y= Exposed mosquitoes(proportion) 
Z= Infectious mosquitoes(proportion) 
𝛽 = Mosquito-to-human transmission(number of mosquito ) 
𝛽 = Human-to-mosquito transmission 
∅= Hosts that develop symptoms(proportion) 
1 𝜆⁄  = Host latent period(from infected to infectious,days) 
1 𝜆⁄  = Mosquito latent period(from infected to infectious, 
days) 
𝛾= Host recovery rate(per day) 
1 𝜔⁄ =Host pre-patent period(from infected to symptoms,days) 
1 𝜇⁄ = Mosquito life span (days) 
 
 
 
 



 
3. Results and Discussion: 
 
In this section, we study the local dynamics of the model using MATLAB.  
 

 Fig.1 Displaying the local dynamics of the mutual interaction for the parameters settings 
 
Figure 1 displays the local dynamics of the model for 𝛽 = 0.14 , 𝛽 = 0.40 , 𝛾 = 0.25, 𝜆 = 0.50 , 𝜆 = 0.50 , 
𝜙 = 0.97 , 𝜔 = 0.25 , 𝜇 = 0.05 .It is clearly visible from the figure, that all other variables are decreasing and 
number of recovered people is increasing with respect to time. Which results to an acceptable interaction between all 
the parameters.  
  
4.    Conclusion: 
 
In this paper we initiate a numerical study to investigate the local dynamics of an epidemic model to emulate the 
spreading out of infection between humans and Aedes albopictus– the principle vector on Reunion during the leading 
epidemic [1]. The data used for this biological model was provided by a review of the literature [3]. We justified the 
significance of different parameters. We investigated a spatiotemporal dynamical system. Bifurcation analysis using 
AUTO [5]to characterize the traveling wave solution and investigating the existence of periodic traveling wave 
solutions [2] will be justified. 
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Abstract: Wind flow and heat transfer in a room is required to maintain and improve indoor environment. Thermal comfort 

depends on wind quality and indoor environmental set up. Computational Fluid Dynamics (CFD) technique is helpful to model 
and analyze wind flow and heat transfer in a room with awning opening. In the present study, 2 dimensional Reynolds averaged 

Navier-Stokes equation (RANS) method is used to study wind flow and heat transfer in a room. Most popular turbulence𝑘 −
𝜀model is used to gain velocity, pressure distribution, temperature distribution inside and around the room for single sided 

ventilation with an awning opening on the windward wall and single sided ventilation with an awningopening on the leeward wall. 
Obtained results of Velocity, temperature and pressure distribution profiles inside and around the room are comparable with 

published literature. 
Introduction:Energy is mainly used for operation of heating, ventilation and air conditioning purposes in buildings, 
and approximately 51% of energy consumption in residential buildings [1].The natural flow wind and heat transfer can 
reduce energy demandsneeded for mechanical ventilation of buildings, which exchange air between the room and 
environment without using mechanical systems. Natural ventilation has significant potential to lessenfunctional costs 
to condition buildings while keepingsatisfactory indoor air quality [2]. When executing a natural ventilation system, 
consideration of indoor air quality is required. The average person all over the world spends more than 90 % of their 
time in buildings [3]. Thus, it is veryessential to keep comfortable indoor environment conditions. The ASHRAE 
standard 55-2010 recommends the maximum air velocity and temperature to be 0.2 m/s and 25 °C, respectively. In 
particular, wind flow through opening depends on pressure difference between the sides of the opening as well as on 
the resistance opposed to the wind flow by the opening itself; the latter is a function of the opening shape and 
dimension.Awning windows open outward and it opens with a top hinge. Awnings are very popular for improved 
ventilation since awning windows open from the top; they create an awning effect and provide protection from the 
dust, moisture and weather while still allowing for ventilation. They will allow little to no leakage from rain when 
open, so the room will filled up by fresh air all the time, even when the weather is bad. Among cross and single sided 
ventilation,Single-sided ventilation involves a room with one opening and this opening worked as an inlet and outlet 
for exchanging air between the room and environment.Due to the difference of temperature between the indoor and 
the outdoor atmosphere makes a pressure difference, and the air is ventilated through an opening.In this research, two 
different cases are considered: 

i) Case 1: single-sided ventilation with an awning opening on the windward wall. 
ii) Case 2: single-sided ventilation with an awning opening on the leeward wall. 

 
Model Details:In order to allow a comparison with previous published results available, the analysis are studied on a 
building-like model similar to the one used in [4], dimensions of the room are 0.250 m ×0.250 m. Height of the 
opening is .125m and it is used to analyze single-sided wind flow and heat transfer for case 1 and case 2.  The 
thickness of the wall is 0.006 m in this model. Moreover, in this study, a logarithmic wind profile upwind of the 
building is considered for comparison. Figure 1 shows the dimension of the computational domain and the room with 
an opening on the windward wall. 
Numerical Approach: The conservation of mass equation, also called the continuity equation and Conservation of 

momentum are given by + ∇. 𝜌𝑈 = 0(1)and 𝜌𝑈 + ∇. 𝜌𝑈 𝑈 = −∇p + ∇ 𝜇. ∇𝑈 + ∇𝑈 + 𝜌𝑔(2),𝑔 the 

gravity acceleration, 𝜇 is the dynamic viscosity.The conservation of energy is given by (𝜌𝐸) + ∇. 𝑈 (𝜌𝐸 + 𝑝) =

∇. 𝑘 ∇𝑇 + ∇. [ 𝜇. ∇𝑈 + ∇𝑈 . 𝑈 ]               (3) 

The 𝑘 − 𝜀transport equations are 

(𝜌𝑘) + ∇ 𝜌𝑘𝑈 = ∇ 𝜇 + + 𝐺 = ∇ 𝜇 + + 𝐺 + 𝐺 − 𝜌𝜀(4) 

(𝜌𝜀) + ∇ 𝜌𝜀𝑈 == ∇ 𝜇 + + 𝐶 (𝐺 + 𝐶 𝐺 ) − 𝐶 𝜌  (5) 



Where 𝐺 𝑎𝑛𝑑 𝐺 are the production of turbulent kinetic energy due to mean velocity gradients and buoyancy 
respectively. 𝜇 is the turbulent viscosity. 
 
Result and Discussion: Fig 2(a)and Fig 2(b) show the air distribution and velocity 
stream lines for windward flow inside and around the room respectively. Fig 3(a) 
and Fig 3(b) show the air distribution and velocity stream lines for leeward flow 
inside and around the room respectively. Fig 4(a) and 4(b) show the pressure 
distribution for windward and leeward wind flow respectively. The plots in Fig 5(a) 
and Fig 5(b) show the vertical distribution of published result and obtained result of 
this study for described ventilation pattern and results have been gained through 
𝑘 − 𝜀model. It can be seen shown that obtained result show a good agreement with 
published results.  
Conclusion: In the present study RANS approach is applied to natural ventilation in 
a room with single sided an awning opening. Wind ward and leeward ventilated 
were tested and obtained results show a good agreement with published results with 
an opening.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Reference: 
1. U.S. Department of Energy (2008). Annual Energy 

Review 2007. Washington, DC: Energy Information 
Administration 

2. Emmerich S.J., Axley J.W., Dols W.S. (2001). Natural 
Ventilation Review and Plan for Design and Analysis 
Tools. NIST Interagency Report 6781 

3. U.S. Environmetnal Protection Agency(1989). Report to 
Congress on indoor air quality. Volume 2. Washington, 
DC 

4. G. Evola,V. Popov (2005). Computational analysis of 
wind driven natural ventilation in buildings. Energy and 
Buildings 38 (2006) 491-501. 

  

 
 
 
 
 
 
 

 

 

   
Fig 2(a): air distribution for 
windward face 

Fig 2(b): Velocity stream lines 
for windward face 

Fig 4(a): Pressure distribution for 
windward face 

   
Fig 3(a): air distribution for 
leeward face 

Fig 3(b): Velocity stream lines 
for leeward face 

Fig 4(b): Pressure distribution for 
leeward face 
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Fig 1(a): Dimensions of the  
computational domain 

Fig 1 (b): Dimensions of the 
room 

Fig 5(a): Single sided 
Velocity Profiles for 
Windward air flow, 𝑈/𝑈 ; 
Solid line: opening position 
in the middle; bold dash: 
opening position in the lower 
and small dash: results of [4] 
for 𝑘 − 𝜖 model.  

Fig 5(b): Single sided 
Velocity Profiles for 
leeward air flow, 𝑈/𝑈 ; 
Solid line: opening position 
in the middle; bold dash: 
opening position in the 
lower and small dash: 
results of [4] for 𝑘 −

𝜖 model.  
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Abstract 
Forced convective heat transfer in parallel plate microchannels with symmetric wall thermal conditions under hydrodynamically 
and thermally fully developed flow is investigated using control volume technique. The simulations are performed by Ansys 
Software Fluent on steady; two dimensional flow. Incompressible Navier-Stokes and energy equations are solved applying 
velocity slip and temperature jump boundary conditions on the walls. Simulations are validated comparing with the experimental 
results available in the literature. Simulations are performed for different temperature difference between the walls and the gas as 
well as the inlet velocity and ambient pressure conditions. Wall cooling cases are examined taking Nitrogen gas as the working 
fluid. The influences of Knudsen number and temperature difference on Nusselt number are observed. It is shown here that for 
symmetric wall thermal condition Nusselt number is higher for higher temperature difference. 
 
Introduction 
Microscale fluid flow and heat transfer differs from that of the macroscale. At macroscale the classical conservation 
equations are applied with the usual noslip for the velocity boundary condition and no-temperature jump for the 
thermal boundary condition. The velocity slip [1] and temperature jump [2] are the consequence of rarefaction. The 
Knudsen number is the measure of degree of rarefaction which is the ratio of mean free path to the characteristic 
length of the problem. is the mean free path corresponding to the distance travelled by the molecules between 
collisions and is defined by [3] 

22
 Bk T

p


 
                                                                                             (1) 

In parallel plate channel characteristic length; hydraulic diameter it is defined as, 2hD H  where H is the height of 

the channel. The appropriate flow and heat transfer models depend on the range of the Knudsen number, defined by 

Kn
H


 .  

2.2 Governing Equations 
Nitrogen gas flow and heat transfer between 2D parallel plate channel is assumed to be steady and laminar. The Three 
basic laws of conservation of mass, momentum and energy are solved for constant fluid properties of Newtonian fluid 
for incompressible flow. The governing equations can be expressed in Cartesian coordinates as: 
The continuity equation: 

0
u v

x y

 
 

 
                (2) 

The Navier-Stokes equations: 
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The energy equation: 
22

2
p

T T T u
u v

x y y c y


      

           
                                                                     (5) 

Here the second term on the right hand side of the equal sign is the viscous dissipation term. 
2.8 Results and Discussion 
In this study, we investigated the effect of temperature difference and Knudsen numbers on Nusselt numbers. 
Temperature difference indicates the difference of temperature between the free stream temperature and the wall 
temperature. The temperature difference between the free stream temperature and the wall temperature varies from 
20°K to500°K. In case of temperature difference 20°K, the free stream temperature and wall temperature are kept at 
300°K and 320°K respectively where as in case of temperature difference 500°K, they are kept at 300°K and 800°K 
respectively. 



 

 
 
 
 
To find the effect of temperature difference on velocity slip, only the velocity slip boundary condition is applied on 
the walls and the results are displayed through Fig. 1. The dash-dotted line and the solid line show the slip velocity 
distributions for temperature difference of 20°K and 500°K respectively. It is evident from the figure that the velocity 
slip increases with the increase of temperature difference. The increase of velocity slip for higher temperature 
difference is rapid near the outlet position with compare to velocity slip of lower temperature difference. 
The effects of temperature difference on different boundary conditions are investigated and the results are depicted 
through Fig. 2. The dash-dotted line shows the Nusselt numbers distribution for temperature difference 500°K and the 
solid line shows the Nusselt numbers distribution for temperature difference 20°K. In all the three cases of boundary 
conditions, the Nusselt number for temperature difference 500°K ishigher than that of temperature difference 20°K.The 
result shows that if only the velocity slip boundary condition is applied on the walls, the temperature difference has no 
significant effect on Nusselt numbers and shows a negligible increment along the streamwise direction. On the other 
hand if only the temperature jump or both the velocity slip and temperature jump boundary conditions are applied on 
the walls, the temperature difference shows significant effect on Nusselt numbers. For both the cases the Nusselt 
numbers decrease along the streamwise direction.  
3. Conclusion 
For higher temperature difference the velocity slip increases where as temperature jump decreases along the 
streamwise direction. For wall cooling case temperature difference has significant effect on Nusselt number. The 
Nusselt number is higher for higher temperature difference for only temperature jump or both velocity slip and 
temperature jump boundary conditions to the downstream direction. But for velocity slip boundary condition the 
temperature difference has negligible effect on Nusselt numbers. For only temperature jump or both velocity slip and 
temperature jump boundary conditions Nusselt number decreases along the streamwise direction.  
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Fig. 1. The effect of temperature difference 
on velocity slip 

Fig. 2. Effect of temperature difference on 
Nusselt numbers 
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Abstract 

This paper proposes three alternative confidence intervals which are adjustments to the Student-t confidence interval for estimating the 
population mean of a positively skewed distribution. The proposed methods are very easy to calculate and are not overly computer-intensive. 
The performance of these confidence intervals was compared through a simulation study using the following criterion: (a) coverage probability 
(b) average width and (c) coefficient of variation of width. Simulation studies indicate that for small sample sizes and moderate/highly positively 
skewed distributions, the proposed AADM-t confidence interval performs the best and it is as good as the Student-t confidence interval. Some 
real-life data are analyzed which support the findings of this paper to some extent. 
 
Introduction: The positively skewed data are frequently encountered in both economics and health-care fields where 
experiments with rare diseases or a typical behavior are the norm. The classical Student-t confidence interval(CI)is the most 
widely classical used approach because it is simple to calculate and robust for both small and large sample sizes. However 
when the population distribution is positively skewed, the Student-t CI will only have an approximate (1- α) coverage 
probability. This coverage probability may be improved by developing different CIs in order to analyze the positively 
skewed data. This paper reviews and develops some CIs which handle both small random samples and positively skewed 
data. Since a theoretical comparison among the CIs is not possible, a simulation study has been conducted to compare the 
performance of the CIs.  The coverage probability (CP), average width (AW) and coefficient of variation of widths (CVW) 
are considered as performance criterion.  They have been recorded and compared across CIs. We reviewed and proposed the 
following three CIs: 

The classical Student-tCI: The (1–α)100% CI for μ is
n

ZX



2

 whenσ is known. For small n and unknown σ, the CI is 

n

S
tX

n 





 


1,

2

 where 
)1,2( nt 
is the upper α/2 percentage point of the student t distribution with (n-1) df. This approach is not 

very robust under extreme deviations from normality. Additionally, since it depends on the normality assumption, may not 
be the best CI for asymmetric distributions.  In this paper, we assume that X follows a positively skewed distribution. 
Previous researchers have found that the Student-t performs well for small n and asymmetric distributions in terms of the 
CP coming close to the nominal confidence coefficient although its AWs and variability were not as small as other CIs (Shi 
and Kibria, 2007). 
 

The AADM-t CI: The (1–α)100% AADM-t CI for μ is given by:
n
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the sample median.  

The MAAD-t CI: The (1–α)100% MAAD-t CI for μ is given by:
n

MAAD
tX
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 where 

  niXXmedianMAAD i ,...,2,1,  . This estimator was given by Wu et al. (2002) and they showed that it is more 

robust than S.  

 

The MADM-t CI: The (1–α)100% MADM-t CI for μ is given by:
n

MADM
tX

n 





 


1,

2

   where 

  niMDXmedianMADM i ,...,2,1,   



 
The Simulation Study: The flowchart for the simulation study: (i) Select n, number of simulation runs (M) and . (ii) 
Generate nfrom a gamma distribution with skewness using the MATLAB (2015) program. (iii) Construct (1-α)100% 
confidence level using the formulas defined above. (iv) For each CI constructed, determine if the CI includes µ and for 
those CIs that contain the mean calculate the width of the CI. (v) Repeat (i)-(iv) M times, then compute CP, AW and CVW. 
Following Shi and Kibria (2007) n as taken from the following gamma distributions: (a) G(16,0.625) with skewness 0.5 (b) 
G(4,2.5) with skewness 1 (c) G(1,10) with skewness2 (d) G(0.25,40) with skewness4 (e) G(0.11,40) with skewness 6 (f) 
G(0.063,40) with skewness 8. To check whether our selected CIs are sensitive or not with n, we choose n from 5 to 100. 
The most confidence level (0.95) for the simulation study is considered. M was chosen 2500. More on simulation technique, 
we refer Kibria and Banik(2013) and Banik and Kibria (2014) among others.CP, AW and CVW for selected n and for 
skewness 0.5, 1, 2, 4, 6 and 8 are calculated and reported in Tables 3.1-3.6 and for better understanding in Figures 3.1-3.6 
respectively. As an application, three examples have been considered to illustrate the performance of the confidence 
intervals which have been considered in this paper. These examples have various sample sizes and level of 
skewness. However, to save the space, we have not placed them in this paper. They are available upon request from authors.  
 
Conclusion: This paper proposes a number of CIs namely, the AADM-t, the MAAD-tand the MADM-t, which are 
adjustments to the classical Student’s-t CI and based on the absolute deviation for estimating μ of a positively skewed 
distribution. The simulation study shows that the best CI based on CP for moderately to highly skewed data is the AADM-t 
followed by MAAD-t and MADM-t. The best CI based on width for moderately to highly skewed data is the MADM-t 
followed by MAAD-t and AADM-t. Therefore, the practitioners should decide whether CP or AW is important to their 
study to choose a CI because it is hard to find a CI that will have high CP and a small AW. It is also evident from the 
simulation study that for large n, the classical Student-t is inadequate for highly skewed data. Three real life examples are 
analyzed which supported our results to some extent. In general, the proposed CIs performed well in the sense that they 
improved their respective CIs in terms of either CP or AW. Finally, the proposed interval estimation methods performed 
well compared to the classical Student-t confidence interval.  
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Abstract 

The objective of the present study is to investigate the influence of external magnetic 
water based nanofluid through a successively expanding or contracting channel with porous walls. The basic governing equation
with boundary conditions are non-dimensionalized using appropriate transformation to ord
then solved using power series with the help of Hermite
shear stress are gained which signifies the stability of the flow. The regular effects 
specifically Hartmann number, volume friction of nanoparticles, non
number on velocity profiles are depicted graphically.

Keywords: Expanding or contracting walls, magnetohydrodynamic 

Outcome: 
The stabilityon the study on magnetohydrodynamic
permeable walls will contribute to search more 

Mathematical Formulation:Consider the laminar unsteady and incompressible flow between two porous plates that 
enable the fluid to enter or exit during successive expansions o
different nanofluids are considered and assumed that the base fluid and the nanoparticles are in thermal equilibrium 
and no slip occurs between them.The walls expand and contract uniformly at a time dependent rate 

inflow velocity is independent of position assumed to be

unsteady flow are as follows 

     

where, and are the velocity components in
B0 is the magnetic field intensity acting vertically downward on the top plate. 
The boundary conditions are 

the injection/ suction coefficient. 

 
Figure (1): Physical configuration of the problem
Corresponding Normalized/ Dimensionless equation
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The objective of the present study is to investigate the influence of external magnetic field on unsteady incompressible flow of 
water based nanofluid through a successively expanding or contracting channel with porous walls. The basic governing equation

dimensionalized using appropriate transformation to ordinary differential equations
then solved using power series with the help of Hermite-Padè approximation. The bifurcation diagrams of velocity field and wall 
shear stress are gained which signifies the stability of the flow. The regular effects of the different governing physical parameters 
specifically Hartmann number, volume friction of nanoparticles, non-dimensional wall dilation rate and permeation Reynolds 
number on velocity profiles are depicted graphically. 

magnetohydrodynamic (MHD), nanofluid, bifurcation, Hermite

stabilityon the study on magnetohydrodynamicnanofluid flow through expanding or contracting channel with 
permeable walls will contribute to search more efficient finding for the future researcher in this area.

Consider the laminar unsteady and incompressible flow between two porous plates that 
enable the fluid to enter or exit during successive expansions or contractions shown in figure (1)
different nanofluids are considered and assumed that the base fluid and the nanoparticles are in thermal equilibrium 

The walls expand and contract uniformly at a time dependent rate 

inflow velocity is independent of position assumed to be . The continuity and momentum equations for the 

                                                                    

    (2)

      

components in  and directions, represents the dimensional pressure, 
is the magnetic field intensity acting vertically downward on the top plate.  

 

 

Physical configuration of the problem 
Corresponding Normalized/ Dimensionless equation 
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field on unsteady incompressible flow of 
water based nanofluid through a successively expanding or contracting channel with porous walls. The basic governing equations 

inary differential equations, which are 
. The bifurcation diagrams of velocity field and wall 

of the different governing physical parameters 
dimensional wall dilation rate and permeation Reynolds 

Hermite- Padè approximation. 

nanofluid flow through expanding or contracting channel with 
efficient finding for the future researcher in this area. 

Consider the laminar unsteady and incompressible flow between two porous plates that 
figure (1). A water based 

different nanofluids are considered and assumed that the base fluid and the nanoparticles are in thermal equilibrium 
The walls expand and contract uniformly at a time dependent rate .The fluid 

. The continuity and momentum equations for the 
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(a)     (b)           (c) 

Figure (2): (a) Stream function (b) Velocity profile (c) Shear stress for cu-nanofluid flow for different value of α. 
Where Re = 1; Ha= 1,2 ; Φ = 0.04. 
The fluid velocity increases along the centerline with the positively increasing values of dimensionless wall dilation 
rate due to successive expansion of channel width. On the other hand, velocity decreases at the centre of the channel 
whereas increases near the two plates when  decreases negatively. The absolute value of shear stress decreases when 
Reynolds number is positive as well as the non-dimensional wall dilation rate increases.  The magnetic field has a 
significant effect on the velocity profile with the variation of  . 

 
 
 
 
 
 
      
 

(a)    (b)          (c) 
Figure (3): (a) Stream function (b) Velocity profile (c) Shear stress for Ag-nanofluid flow for different value of 
Ha.Where α = 1; Re = 1,4; Φ = 0.04. 
It is seen that velocity at the centre of the channel reduces while enhances around the two plates when Ha increases. 
The transverse magnetic field opposes the alteration phenomena clearly. Because the variation of Ha leads to the 
variation of the Lorentz force due to magnetic field and the Lorentz force produces more resistance to the alternation 
phenomena. The stream function is increases while Hartmann number Ha increases. The absolute value of shear stress 
decreases primarily then increases when Reynolds number is positive as well as Hartmann number increases. 
Conclusion:  

 As nanoparticles volume fraction increases velocity profile increases while stream function decreases with 
presence of Hartmann number. 

  The velocity function and stream function also increases by the increasing values of permeation Reynolds 
number.  

  Ag-nanoparticles accelerate horizontal velocity near the walls whereas Cu-nanoparticles enhance centerline 
velocity. 

 The wall shear stress decreases swiftly by the positive variation of Hartmann number. 
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Abstract 
 

In this research paper, we have designed a mathematical model of HIV-malaria co-infection with the base line models 
of Mukandavire, et al. [2] and Barley, et al. [1] which incorporates treatment as an intervention strategy. The model 
equations are 
 

 𝑆 =  Λ +  𝜐 𝐼 +  𝜌 𝑊 −  𝜆  𝑆 −  𝜆  𝑆 −  𝛼 𝑆 
 

𝐼 = − 𝑘 𝐼 −  𝛿𝜆 𝐼 +  𝜆  𝑆 
 

𝐼 =  𝜐𝑘 𝐼 +  𝜎 𝑊 +  𝜎 𝑊 +  𝜆  𝑆 −  𝜃𝜆 𝐼 − 𝑘 𝐼  
 

𝐼 =  𝛿𝜆 𝐼 + 𝜃𝜆 𝐼 +  𝜎 𝑊 −  𝑘 𝐼  
 

𝑊 = 𝜏 𝐼 −  𝑘 𝑊  
 

𝑊 = 𝜏 𝐼 − 𝑘 𝑊  
 

𝑊 = 𝜏 𝐼 −  𝑘 𝑊  
 

𝑆 =  Λ −  𝜇 𝑆 −  𝜆 𝑆  
 

𝐼 =  𝜆 𝑆 −  𝜇 𝐼  
Mathematical analysis 
 

1. The reproduction number for the full model is  𝑅 = max{ 𝑅  , 𝑅 }  
 

Where 𝑅 =  
(   )

(  )   
  and   𝑅 =    are the reproduction numbers of 

HIV-only and malaria-only model respectively. 
 

2.  The disease-free equilibrium of the full HIV-malaria model is locally-asymptotically stable when 𝑅 less 
than one and unstable if 𝑅  is greater than one.The full model undergoes the phenomenon of backward 
bifurcation at 𝑅 = 1 when we impose some conditions.  

 



 
 
Conclusions 
 

1. Significant number of cumulative new cases of the respective diseases (HIV infection and malaria infection) 
are averted compared to the mixed infection using HIV-only and malaria-only treatment strategy (and more 
cumulative new cases are prevented for higher treatment rates); 
 

2. The malaria-only treatment strategy is more effective than the HIV-only treatment strategy for the mixed 
infection as more cumulative new cases of the mixed infection are averted using malaria-only treatment 
strategy than the HIV-only treatment strategy; 
 

3. The mixed-only treatment strategy saves the least number of cumulative new cases of HIV, malaria and the 
mixed infection compared to the other two treatment strategies. 
 

It is shown that the malaria-only treatment strategy reduces more new cases of the mixed infection than the HIV-only 
strategy. 
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Abstract 

We study fuzzy semilattices and its fuzzy filters. We give some properties of fuzzy filters and 𝛼-filters of fuzzy semilattices. We 
obtain some characterizations of𝛼-filters in fuzzy semilattices using its support and level set. 

 
1. Introduction 

Order relation and lattices have been studied by many authors. For the background of order relation and lattices we 
refer the monograph [4, 5]. The class of semilattices is an important generalization of class of lattices. We refer the 
readers to [5] for semilattices. Study of fuzzy system in algebras has become forward. Recently, fuzzy order relation 
and fuzzy lattices have been studied. We refer the readers to [1, 2, 3] for the class of fuzzy order relation and fuzzy 
lattices. In this paper we introduce the notion of fuzzy system in semilattices. We study fuzzy filters in fuzzy 
semilattices. 
 
2. Background 

Let 𝑋 and 𝑌 be two nonempty sets. A fuzzy relation𝐹 is a mapping 

𝐹: 𝑋 × 𝑌 → [0, 1]. 

If 𝑋 = 𝑌, we say that 𝐹 is a binary fuzzy relation on 𝑋. Let 𝐹 be a binary fuzzy relation on 𝑋. Then 𝐹 is called 

reflexive if 𝐹(𝑥, 𝑥) = 1 for all 𝑥 ∈ 𝑋. The relation𝐹 is calledsymmetricif 𝐹(𝑥, 𝑦) = 𝐹(𝑦, 𝑥) for all𝑥, 𝑦 ∈ 𝑋. If 

𝐹(𝑥, 𝑦) > 0, 𝐹(𝑦, 𝑥) > 0  implies 𝑥 = 𝑦, then the relation 𝐹 is called anti-symmetric.If 

𝐹(𝑥, 𝑧) ≥ sup
∈

min {𝐹(𝑥, 𝑦), 𝐹(𝑦, 𝑧)}, then the relation 𝐹 is called transitive. A binary fuzzy relation𝐹 on 𝑋 is called a 

fuzzy order relation if 𝐹 is reflexive, antisymmetric and transitive. If 𝐹 is a fuzzy order relation on 𝑋, then 〈𝑋, 𝐹〉 is 
called a fuzzy ordered set. 
 

Let 〈𝑋, 𝐹〉 be a fuzzy ordered set and let 𝑌𝑋. An element 𝑢 ∈ 𝑋is called an upper bound for 𝑌 if 𝐹(𝑦, 𝑢) > 0 for all 

𝑦 ∈ 𝑌. An upper bound 𝑢  is called a least upper bound (or supremum) for 𝑌 if 𝐹(𝑢 , 𝑢) > 0 for every upper bound𝑢 

for 𝑌 and we denote it by 𝑢 = sup 𝑌. If 𝑌 = {𝑥, 𝑦}, then we write𝑢 =sup𝑌 = 𝑥 ∨ 𝑦. An element 𝑢 ∈ 𝑋 is called a 

lower bound for 𝑌 if 𝐹(𝑢, 𝑦) > 0 for all 𝑦 ∈ 𝑌. A lower bound 𝑢  is called a greatest lower bound (or infimum) for 𝑌 

if 𝐹(𝑢, 𝑢 ) > 0 for every lower bound 𝑢 for 𝑌 and we denote it by 𝑢 = inf 𝑌. If 𝑌 = {𝑥, 𝑦}, then we write 𝑢 =

inf 𝑌 = 𝑥 ∧ 𝑦. If 𝑥 ∧ 𝑦 and 𝑥 ∨ 𝑦 exist for any 𝑥, 𝑦 ∈ 𝑋, then 〈𝑋, 𝐹〉 is called a fuzzy lattice. If 𝑥 ∧ 𝑦 exists for any 

𝑥, 𝑦 ∈ 𝑋, then 〈𝑋, 𝐹〉 is called a fuzzy meet semilattice. 

 

Let〈𝑋, 𝐹〉 be afuzzy meet semilattice and let 𝑌𝑋. Then 𝑌 is called a filter of 〈𝑋, 𝐹〉 if 

(iii) 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 and 𝐹(𝑦, 𝑥) > 0 implies 𝑥 ∈ 𝑌 

(iv) 𝑥, 𝑦 ∈ 𝑌implies 𝑥 ∧ 𝑦 ∈ 𝑌. 

For 𝛼 ∈ (0, 1], the subset 𝑌 is called 𝛼-filter if 

(iii) 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 and 𝐹(𝑦, 𝑥) ≥ 𝛼 implies 𝑥 ∈ 𝑌 

(iv) 𝑥, 𝑦 ∈ 𝑌 implies 𝑥 ∧ 𝑦 ∈ 𝑌. 

In this paper we give some properties of filters and 𝛼-filters of a fuzzy semilattices. 

 
3. Main Result 

Let〈𝑋, 𝐹〉 be a fuzzy meet semilattice.For any 𝛼 ∈ (0.1], we define the 𝛼-level set 
𝐹 = {(𝑥, 𝑦) ∈ 𝑋 × 𝑋: 𝐹(𝑥, 𝑦) ≥ 𝛼} 

We obtain the following result of a fuzzy semilattice which is a characterization of 𝛼-filters through its level sets. 
 
Theorem: Let 〈𝑋, 𝐹〉 be a fuzzy semilattice, 𝛼 ∈ (0, 1]such that 〈𝑋, 𝐹 〉is a semilattice. Then 𝑌𝑋 is an 𝛼-filter 
of〈𝑋, 𝐹〉 if and only if𝑌 is a filter of 〈𝑋, 𝐹 〉 for each 𝛼 ∈ (0, 1]. 
 
4. Conclusion 



In this paper, one of the most promising ideas could be the investigation of operations among fuzzy semilattices and 
its consequences. As a future work we like to extend the idea of fuzzy filters from a fuzzy semilattice to distributive 
fuzzy semilattice. 
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Abstract 

     Maximin LHD (Latin Hypercude Design) is one of the optimal designs of experimental in which minimum inter-site distances 
of the design points are maximized. It is noted that several distance measures are used to calculate the inter-site pair-wise 
distances among the design points. Moreover several methods are also available in the literature to optimize the experiential 
designs such as maximin LHD. In 2008, Grosso et al. proposed ILS for the optimization of LHD namely maximin LHD in which 
the inter-site distance among the design points are calculated by the Euclidean distance (L^2) measure.  In the literature, several 
approaches are proposed for maximin LHD where inter-site distances among the design points are calculated by the Manhattan 
(L^1) distance measured and other measures too. This research works is actually a comparison study between maximin LHDs 
obtained by ILS approach where inter-site distance is calculated in Euclidean distance measure and maximin LHDs obtained by 
other approaches where inter-site distances is calculated inManhattan  distance measure.  For the comparison of the maximin 
LHDs of different approaches, the optimality of the LHDs are checked in both Euclidean distance measure as well Manhattan 
distance measure. From these primary experimental results it may concluded that maximin LHDs obtained by ILS are much better 
than maximin LHDs obtained by other approaches regarding Euclidian distance measure. Moreover maximin LHDs obtained by 
ILS are comparable with the maximin LHDs obtained by other approaches regarding Manhattan distance measure. 
 
Introduction: The design of computer experiments has much recent interest and this is likely to grow as more and 
more simulation models are used to carry out research. Optimal Latin Hypercube Design (LHD) is frequently used to 
study the behaviour of   parameters of response surface.Iterated Local Search (ILS) [1] is a heuristic approach which is 
used for various kind of multimodal combinatorial optimization problem. In 2008, Grosso et al. [2] customized ILS 
for the optimization of LHD and they considered miximin distance(maximize the minimum pair-wise inter-site 
distance)  as an optimal criterion [3]. Moreover among several distance measures they considered Euclidean distance 
measure to calculate the inter-site distance among design points of the LHD.  In the literature, Manhattan distance 
measure is also used to find maximin LHD but optimization method are differ from ILS approach like Simulated 
Annealing (SA), Modified  Simulated Annealing (MSA) [4].  

Mathematical formulation: Let X be any LHD. Then maximin LHD be formulated as follow:   

    Min Φp(X), whereΦp(X)=
pN

i

N

ij
p

ijd

1

1 1

1












 
 

 

Here ijd denotes inter-site pair-wise distance between design points i and j of the LHD X. This distance may be 

measured by any distance measured tool like Euclidean, Manhattan etc. Anyway the algorithm of ILS approach is as 
follows:  
Step 1. Initialization : X = IS({0, 1, . . . ,N − 1}) 
    Step 2. Local Search : X* = LM(X) 
whileSR not satisfied do 
         Step 3. Perturbation Move :X′ = PM(X) 
         Step 4. Local Search : X* = LM(X′) 
        Step 5. Improvement test : if X* is better than X, 
set X = X* 

end while 
 Return X. 
     Experimental study and Discussion: At first two typical examplesare considered which are shown in the (second 
row of the tables) Table 1 and Table 2 in which the maximin LHDs areobtained by SA and ILS approaches 
respectively. Here the optimal LHD obtained by the SA approach is denoted as MLH-SA and the optimal LHD 
obtained by the ILS approach is indicated as MLS-ILS. It is observed thatMLS-ILSsare significantly better than MLS-
SAs regarding L2 measure. Moreover MLS-ILSs  are comparable with MLS-SAs regarding L1 distance measure. 
 
 
 

 
 MLH-SA MLH-ILS 

Table 1. Comparison among 
optimal LHDs for   

 (N, k)=(5,3) 
 

Table 2.  Comparison among optimal LHDs 
for   

  (N, k) = (9,3) 
 

Note: D1 denotes 
minimum pair-
wise inter-site 
distance of design 
points among all 
design points of a 
LHD; J1 denotes 
no. of D1 in that 
LHD. Superscript 
(1) and (2) indicate 
Manhattan and 
Euclidean distance 
measures 
respectively.  
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N k =3 k =7 k =9 
 (ILS) MSA (ILS) (MSA) (ILS) (MSA) 
4 4 4 11 11 14 14 
5 5 5 13 13 17 18 
6 6 6 15 15 20 20 
7 6 6 18 18 22 24 
8 7 7 18  23  
9 8 8 19  27  

10 7 8 22  29  
11 8 8 23  31  
12 8 9 26  33  
13 9 10 26  35  
14 9 10 29  37  
15 10 11 28  39  
16 9 11 30  42  
      We have performed further experiments and experimental results are displayed in Table 3 and Table 4 
respectively. It is observed that regarding L1 distance measure maximin LHDs obtained by MSA approach and 
maximin LHDs obtained by ILS approach are comparable. Though objective function of maximin LHDs obtained by 
MSA is calculated by L1 measure and objective function of maximin LHDs obtained by ILS is calculated by L2 
measure. But regarding L2 distance measure, maximin LHDs obtained by ILS approach are significantly better than 
maximin LHDs obtained by MSA.  
 
Reference:  
H. R. Lourenco, O. C. Martin and T. Stutzle, In Iterated Local Search Handbook of Metaheuristics, ISORMS 57(Eds. Glover F. 

and G. Kochenberger), Kluwer, 321- 353 (2002). 
A. Grosso, A. R. J. U. Jamali and M. Locatelli, Finding Maximin Latin Hypercube Designs by I. L. S. Heuristics, Euro. J. of Oper. 

Research, Elsevier, 197, 541-547(2009). 
M. D. Morris and T. J. Mitchell, Exploratory designs for computer experiments, Journal of Statistical Planning and Inference, 43, 

381- 402 (1995). 
B. G. M. Husslage, Gijs Rennen, E. R. van Dam  and D. den Hertog, Space-filling Latin hypercube designs for computer 

experiments, Optim. Eng. Springer, 12, 611–630(2011). 
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x 

1    1    2 
2    5    3 
3    2    5 
4    3    1 
5    4    4 

1   3   5 
2   2   2 
3   5   1 
4   4   4 
5   1   3 

Dist.M. L1 L2 
D1(J1)

(1) 5(3) 5(6) 
Φp

(1) 0.2170 .21879 
D1(J1)

(2) 9(1) 11(6) 
Φp

(2) 0.1113 .09956 

 MLH-SA MLH- ILS 

O
pt

im
al

 D
es

ig
n 

m
at

ri
x 

1  3  3  4 
2  5  8  8 
3  8  6  2 
4  7  1  6 
5  2  9  3 
6  9  5  9 
7  1  4  7 
8  4  2  1 
9  6  7  5 

1 5 8 4 
2 7 4 9 
3 21 6 
48 3 3 
5 1 5 1 
6 37 8 
7 6 9 2 
8 9 6 7 
9 4 2 5 

Dist. M. L1 L2 
D1(J1)

(1) 11(3) 10(4) 
Φp

(1) 0.105 0.108 
D1(J1)

(2) 33(2) 42(6) 
Φp

(2) 0.031 0.026 

Table 3. Comparison of  D1(X) values with 
(N,k)design points in Manhattan  distance  measure 

Table 4: Comparison of D1(X) values with 
(N,k)design points in Euclidean distance measure  

N k =3 k =7 k =9 
 (ILS) (MSA) (ILS) (MSA) (ILS) (MSA) 

4 6 6 21 19 28 26 
5 11 11 32 27 43 40 
6 14 14 47 37 61 54 
7 17 12 62 56 80 72 
8 21 21     
9 22 22     

10 27 22     
11 30 22     
12 36 27     
13 41 36     
14 42 34     
15 48 41     
16 50 41     
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AbstractThe Variational Iterational Method has been successfully applied to solve many nonlinear differential equations. 

Recently this method has been used to solve quantum mechanical problems. To fulfill this goal we have tried to use this method 
for solving a coupled Schrödinger-Klein-Gordon equation. We have considered a system of coupled Schrödinger-Klein-Gordon 

equation with appropriate initial condition then we have applied the Variational Iterational Method for finding analytical solutions 
of these equations. The numerical solutions of coupled Schrödinger- Klein-Gordon equation have been represented graphically. 
These results are significant which shows the efficiency of the proposed algorithm. It is now apparent that Variational Iterational 

Method is more efficient and easier to handle as compare with other method like as the Modified Decomposition Method. 
 
Keywords:Variational Iteration Method, Coupled Schrödinger-Klein-Gordon Equation, Lagrange Multiplier, 
Variational Theory.  
 
1.Introduction : The main goal of the present study is to find the analytic solutions of the coupled Schrödinger– 
Klein-Gordon [4],[5] by the variational iteration method and compare with the Modified Decomposition Method and 
finally to see the behaviour of the solution by three dimensional and corresponding two dimensional figure for real 
and imaginary parts of that solutions.  
 
2. Solution of Schrödinger– Klein-Gordon (SKG) Equation : 
 
The coupled system of SKG is 

0uvxxvtiv   

02vuxxu2cttu    (1)      

 
And the initial conditionsare  
 

(px)22p62p14)0u(x, tanh , 
 

ikx(px))e2p6
2

p7
()0v(x, tanh  

where p and k are arbitrary constants and also considering 2p

12p2k42c


  for the coupled SKG equations (1) with 

above initial conditions . 
 
In order to obtain VIM solution of the equation (1) we construct a correction functional which reads 
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dtxn
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t

0
dtxnvtxnu

2x

txnv2xnv
2txnvtx1nv ),(~),(~),(~),(

),(),(          (3) 

 Using the initial conditions we can solve the above equations under He’s Variational Iteration Method and  got the 

solutions u(x,t) and v(x,t) which are : 

 

(p x)4 2 t2 pi k x2 e18(p x)-2(p x)2h 2 t4 p2 c12(p x)2 2 t2 p i k x2 e21

(p x)2 2 t2 p3(p x)2 2 p6(p x)-4h 2 t4 p2 c6-2 t2 pi k x2 e
8

49
-2 t2 p72 p14 -u(x,t)

tanhtanhsectanh

tanhtanhsec




                    

(4) 

(p x))2 2 p6-2 p14(p x)) (-2 p 6
2

 p7
 (-i k xe(p x))2 p 6

2

 p7
 (-

 2 ki k x(p x)- e2(p x)2h 3 pi k x e24(p x)-(p x) 2h  2 k pi k xe i12

(p x)(p x) 2h 2 k pi k x i e12(p x)4h 3 pi k x  e12(p x))-t (2 p 6
2

 p7
 (-i k x ev(x,t)

tanhtanhtanh

tanhsectanhsec

tanhsecsectanh







(5) 

3. Numerical Results and Discussions 
The numerical results of  real u(x,t) and real v(x,t) by MDM and by present method VIM for a fixed value of t =0 and 
the range of the variable 8)8,(x  .  Here we saw that the solutions are same for the same point..If we compare 

with the figures by MDM we have seen that the graphs are almost same for the same ranges of x and for a fixed value 
of t. 
 
4. Conclusion: The variational iteration method has been successfully applied for finding the approximate solution of 
the coupled Schrödinger Klein-Gordon equation. The numerical results obtained by VIM were observed to be in an 
excellent agreement with the results obtained by MDM. 
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ABSTRACT 

In this paper, the effect of heated triangular block for natural convection within trapezoidal cavity with non-uniformly heated 
bottom wall has been investigated. The cavity considered as non-uniformly heated bottom wall, insulated top wall and isothermal 
side walls with inclination angles (ф). Heat inundation patterns in the presence of natural convection within trapezoidal enclosures 
have been analyzed with heatlines concept. The fluid is concerned for the wide range of Rayleigh number (Ra) from 103 to 105 
and Prandtl number (Pr) from 0.026 to 0.7, with various tilt angles Ф =  300 and 00(square). Results are presented in terms of 
streamlines, isotherms, local Nusselt number along distance and average Nusselt number along Rayleigh number, Ra for non-
uniform heating of the bottom wall, governing parameters namely, Prandtl number Pr, and at the three values of Rayleigh number 
Ra, varying from 103 to 106, covering natural convection dominated regimes. With the effect of heated triangular block it is shown 
that the average and local Nusselt number at the non-uniform heating of bottom wall of the cavity is depending on the 
dimensionless parameters and also tilts angles. 

Keywords: Heated Triangular Block, Natural convection, Finite element method, Trapezoidal cavity, Non-Uniform heating. 

1.   Introduction  

Natural convection flow and heat transfer in a trapezoidal cavity have been the topic of many research in engineering 
studies such as in electronic cooling, ventilation of building and design of solar collectors and so on. From most of the 
cavities, trapezoidal cavities have received a considerable attention for its application in various fields. Basak et al. [1] 
also performed the phenomena of natural convection within a trapezoidal enclosure filled with porous matrix for 
linearly heated vertical wall(s) with various inclination angles φ. Basak et al. [2] studied a comprehensive heatline 
based approach for natural convection flows in trapezoidal enclosures with the effect of various walls heating. Basak 
et al. [3] also investigated heat flow patterns in the presence of natural convection within trapezoidal enclosures with 
heatlines concept. In the light of the above literature review, it appears that, the consequences of heated triangular 
block of heat flows via heatlines were not reported for trapezoidal enclosures. So, the aim of the nearby work is to 
present the effects on heat flow via heatlines by heated triangular block for natural convection within trapezoidal 
cavity with non-uniformly heated bottom wall.  

2.   Governing equations  

The functioning fluid is assumed to be Newtonian, steady and incompressible with the flow is set to operate in the 
laminar natural convection regime. The dimensionless governing equations describing the flow under Boussinesq 
approximation are presented as follows: 
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3.   Numerical Technique 

The governing equations along with the boundary conditions are solved numerically by employing Galergkin 
weighted residual method of finite element techniques. The application of this technique is well described by Reddy 
[4] and Bathe [5].The finite element formulation and computational procedure have been mislaid here for conciseness. 

4.   Results and discussion 

For the ending of the present numerical code, Average Nusselt number (Nuav) is calculated for Rayleigh numbers (Ra 
= 103, 104 and 105), shows an outstanding agreement with Basak et al.[3] in table 1. 
 

 
 
 
 
 
 
 

 
  

 
 

 
 

 
 
 

 

 

 
 
 
 
 
 

A computational study is performed to judge the effect of triangular heated block for two-dimensional laminar steady 
state natural convection within trapezoidal cavity for non-uniformly heated of bottom wall via heatlines concept. After 
analysis, From fig.1, Various vortices entering into the flow field and secondary vortex at the vicinity boundary wall 
and bottom wall of the cavity is seen in the streamlines.Besides, the heat transfer rate is maximum near the edge of the 
wall and the rate is minimum near the left wall irrespective of all angles (ф) for non-uniform heating of the bottom 
wall for Rayleigh number 103 to 106 gradually and also for different Prandtl number due to heated triangular block, 
shown  above in Fig.2 .  
 

Ra 

 Nuav 

Present work 
( ф =  450) 

Basak et al. [3] 
( ф =  450) 

103 1.883518 1.42156 

104 3.155096 2.87144 

105 4.822457 4.70209 
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N
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Figure 1: Streamlines for non-uniform heating of 
bottom wall within trapezoidal cavity for (a) Ф =   
00 and (b) Ф = 300 when Pr = 0.026 and Ra = 103 
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Abstract 

This paper considers the shallow water equation and advection-diffusion-reaction equation as an initial boundary value 
problem (IBVP) for assessment of water pollution in watery area. The first is a shallow water equation that provides the 
water height and water velocity field. The second is an advection-diffusion-reaction equation model that gives the pollutant 
concentration fields after input of the velocity data from Shallow water equation. By implementing a finite difference 
scheme for IBVP, we approximate and analyze the extent of water pollution at different times and different points in a one 
dimensional spatial domain. 
Keywords: Advection-diffusion-reaction equation, Finite difference scheme, Shallow water equation, water velocity and 
water pollution.  
 
Mathematical model and numerical methods 
The general Mathematical model that describes the reaction diffusion process and water flow in a channel/river is consider as       
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 Where ),( txh  is the water height, ),( txc  is the concentration at the time t  and at the point x , ),( txv  is the velocity 

component, D is diffusion constant and R is reaction term.  
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Where k is mass decay rateWith initial and boundary condition.    The simplest numerical discretization of the Model is as follows    
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We investigate the stability condition of the numerical scheme for SWE. We present an algorithm for the numerical solution and 
we develop a computer programming code for the implementation of the numerical scheme for ADRE.  
  
 Result and discussion 
We start by assuming that in both sides of the dam there are water with corresponding heights mhl 1  and mhr 5.0  (depth ratio

5.0/ lr hh ). A channel with 30 m length is considered. The dam is situated at 15m downstream in channel. The initial velocity

smv /0 , initial concentration )10exp(*1.0)0,( xxc  and the simulation time is 30s. The results are shown in the following 

figures.  

 
Figure1: Profile of initial height vs. distance  Figure 2: Profile of initial velocity vs. distance  
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Figure 3: Comparison of water height vs. distance at 
different time.  

Figure 4: Comparison of velocity vs. distance at different 
time.  

 

 
 
Figure 5: Profile of height vs. distance at 30 sec  Figure 6: Profile of velocity vs. distance at 30 sec  
 

 
 
Figure 7: Concentration distribution at different time Figure 8: Concentration evolves with time 
 
We have seen in figure 3 that Water height of channel increases gradually towards the downstream direction and decreases 
gradually towards the upstream direction. We have also seen in figure 4 that velocity of channel increases gradually towards in 
both directions after the dam break. At time st 30 , we observed in Figure 5 that water level drops in the upstream boundary and 
water level rises in the downstream boundary.  We also observed in Figure 6 that water velocity rises in both boundaries due to the 
affect of Neumann boundary condition. We have seen in figures 7-8 that the pollution is moving with respect to time and space 
 
Conclusion 
The study has presented the numerical solution of advection-diffusion-reaction equation and Shallow water equation. We have 
studied explicit centered differences schemes for the numerical solutions of advection- diffusion-reaction equation. It has also 
given the explicit central difference scheme in space and forward difference method in time for the estimation of the generalized 
transport equation as advection diffusion reaction equation.The explicit centered difference scheme can be extended for two 
dimensional advection diffusion reaction equations as a water pollution model which demands the further study.     
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Abstract 

This work, joint with Prof A. Yu. Solynin, deals with quadratic differentials related to the Weierstrass elliptic functions. First, we 

discuss local structure near critical points of these quadratic differentials. Then we will discuss how many circle domains, ring 

domains, and domains of other types can be in the domain configuration of the Weierstrass quadratic differentials. This will 

explain topological properties of the global structure of these quadratic differentials. Possible relation between trajectories 

structure of the Weierstrass quadratic differentials and the Green’s function on a tori also will be discussed. 

(a) Weierstrass elliptic function 𝝆(𝒛):   The function defined by,  

𝜌(𝑧, 𝜏) =
1

𝑧
+

1

(𝑧 + 2𝑚 + 2𝑛𝜏)
−

1

(2𝑚 + 2𝑛𝜏)
{ , } { , }

 

is the basic and most famous function of elliptic function theory. As is well known, 𝜌(𝑧, 𝜏) is for fixed 𝜏 doubly 
periodic in 𝑧 and takes on each value in   ℂ ∪ {∞} exactly twice (counting multiplicity) as 𝑧 ranges over ℂ/[2𝑚 +

2𝑛𝜏]. In particular, since 𝜌(𝑧, 𝜏)is an even function of 𝑧, there is for each 𝜏 a number 𝑧𝑜(𝑡), well-defined up tosign 
and translationby2𝑚 + 2𝑛 ,such that 𝜌(𝑧, 𝜏) =  0 ⇔  𝑧 ≡  𝑧𝑜(𝜏)    mod (2𝑚 +  2𝑛𝜏). 

We observed the following  properties of 𝝆(𝒛, 𝛕𝐢) with 𝟎 < 𝜏 ≤ 1. 

1.The function |𝜌(𝑡𝑖)| is monotonic for all 𝑡, 0 <  𝑡 ≤  1. 

2. The function |𝜌(𝑡)| is monotonic for all 𝑡, 0 <  𝑡 ≤  1.  

3. The function |𝜌(𝑡 +  τi))| is decreasing from 0 <  𝑡 ≤ 𝑅𝑒(𝑧 (𝜏)) and increasing from 𝑅𝑒(𝑧 (𝜏)) < 𝑡 ≤ 1   for 
any fixed 𝜏, where 0 < 𝜏 ≤ 1.  

4. 𝑅𝑒(𝑧 (𝜏)) is increasing function with respect to 𝜏 . 

5.𝑙𝑖𝑚 → 𝑅𝑒 𝑧 (𝜏) = 0 

(b) Lemniscates of Weierstrass - function and related quadratic differentials : The lemniscate of 𝜌(𝑧) at level 
𝑐, 0 ≤  𝑐 ≤  ∞, is defined by the equation  

𝐿𝜌(𝑐) = {𝑧 ∈ 𝑇 ∶ |𝜌(𝑧)| = 𝑐}.  

Then we define a quadratic differential which is denoted by, 

 

𝑄 (𝑧)𝑑𝑧 = −
1

4 𝜋

𝜌 (𝑧)

𝜌(𝑧)
𝑑𝑧 > 0. 

The goal here is to study topological structure of trajectories of 𝑄 (𝑧)𝑑𝑧 . If𝑧  be a zero or pole of 𝜌(𝑧) of order 
𝑠 ≥ 1. Thenthe quadratic differential 𝑄 (𝑧)𝑑𝑧  has the following representation near 𝑧 : 

𝑄 (𝑧)𝑑𝑧 = −
𝑠

4 𝜋

1

(𝑧 − 𝑧 )
+ higher powers of(𝑧 − 𝑧 ). 

This implies that every zero or pole  of 𝜌(𝑧) represents a second order pole of quadratic differential 𝑄 (𝑧)𝑑𝑧  with 
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circular structure of trajectories near 𝑧 . 

The function 𝜌(𝑧) has double poles at 𝑧 = 0 andsimple zeros atsome point ±𝑧 . The derivative 𝜌 (𝑧) has three simple 

zeros at half periods {1, 𝜏, 1 + 𝜏} and pole of order three at 𝑧 = 0. Thus𝑄 (𝑧)𝑑𝑧 has pole of order two at 𝑧 = 0 and 

±𝑧 and zero of order two at half periods Then accordingly we can findhow many circle domains, ring domains, and 
domains of other types can be in the domain configuration of the Weierstrass quadratic differentials. 

(c) Green’sfunction on a torus 𝑻 and related Quadratic differentials: The study of the Green’s function G on the 
torus T, that was initiated in [1], showed that the critical points of G are the solution of  the equation   𝜁(𝑧) + 𝑎𝑧 +

𝑏�̅� = 0 ,where 𝑎 and 𝑏constants ( See[2]).This equation leads to the following quadratic differential : 

     𝑄 (𝑧)𝑑𝑧 = 𝑏(𝜌(𝑧) −  𝑎)𝑑𝑧  

Therefore, it would be characteristic to study the trajectory structure of quadratic differential of the form 

𝑄 (𝑧)𝑑𝑧 = −
1

4 𝜋
(𝜌(𝑧) −  𝑎)𝑑𝑧 ,         𝑎 ∈ ℂ. 

Discussion/Conclusion:  

We observed that the number of ring domains of𝑄 (𝑧)𝑑𝑧 and  𝑄 (𝑧)𝑑𝑧  are related to the number of critical points 
of the logarithmic derivative of 𝜌(𝑧) and the number of critical points of the Green’s function respectively. The 
complete classification of all possible configuration will required more work and, perhaps new ideas. 
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Abstract The concept of multiset is a generalization of Cantor set. Recently we have 
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generalize the concept of group in the multiset context and studied some of their basic 
properties [5]. In this paper we made an attempt to generalize the concept of subgroup 

and coset in the multiset context and also define multiset normal subgroup. 
 Definitions and Preliminaries 

A multiset (mset) is an unordered collection of objects, unlike a standard Cantorianset, elements are allowed 
to repeat. It is observed from the survey of available literatureon multiset and its application that the idea of 
multiset was hinted by R. Dedekind in1888. The multiset theory which contains set theory as a special case 
was introduced by Cerf et al. The term multiset, as Knuth notes, was first suggested by N.G. deBruijn in a 
private communication to him. Further study was carried on by Peterson,Yager. Blizard [1] gave a new 
dimension to the multiset theory. From a practical 
point of view multiset are very useful structures arising in many areas of mathematics andcomputer science. 
The prime factorization of an integer n >0 is a example of a multiset.The terminal string of a non-circular 
context-free grammar form a multiset which is a setif and only if the grammar is unambiguous. 
 
Research on the multiset theory has not yet gained much ground and it is still in itsinfant stages. The 
research carried out so far shows a strong analogy in the behaviour of multisets. It is possible toextend some 
of the main notion and results of sets to thesetting of multisets. In 2009, Girish et al. [2] introduced the 
concepts of relation, function,composition and equivalence in multiset context. Tella and Daniel [4] have 
considered set of mappings between multisets and studiedabout symmetric groups under multiset 
perspective. Nazmul et. al. [3] have consideredthe initial universe set to be a group. Then they have defined 
a group on the multisetderived from the initial universe set. We have considered the general multiset of 
universalset X and consider G, a sub mset of X.We procure the following definitions available in the existing 
literatures, those will beused in this article. 
 

Definition 2.1 A collection of elements which are allowed to repeat is called a multiset. 
Formally if X is a set of elements, a multiset A drawn from the set X is represented by a 
function CA defined as CA : X →N, where N represents the set of non negative integers. 
For each x X, CA (x) is the characteristic value of x in A and indicates the number 
of occurrences of the element x in A. A multiset A is a set if CA (x) = 0 or 1 for all x X. 
The word multiset often used as mset. 
 
Definition 2.2[9]Let A be a non-empty mset whose maximum multiplicity is n and A* be the root set of A. Let m1/x1, 
m2/x2 A. Then *is called a binary mset composition 
on A if m1/x1*m2/x2 = m1*1m2/x1*2x2, where 
(i) *1 is a binary composition on N and (m1*1m2) ≤ n. 
(ii) *2 is a binary composition on A∗. 
3. Main Result 
 
Definition 3.1[9] Let, A be a non-empty mset associated with a binary mset composition. Then the algebraic 
structure ( A, ∗ ) is called a multi-group of order n if the following axioms satisfies; 
(i) Closure property. 
i.e, m1/x1∗ m2/x2∈ A, ∀ m1/x1, m2/x2∈ A . 
(ii) Associative property. 
i.e, m1 /x1∗ ( m2 /x2∗ m3/x3 )=(m1/x1∗ m2 /x2 ) ∗ m3/x3 , ∀ m1 / x1 , m2 / x2 , m3 / x3∈ A . 
(iii) Existence of identity. 
i.e, n/e ∗ m/x=m/x=m/x ∗ n/e ∀ m/x ∈ A . 
(iv) Existence of inverse. 
i.e, ∃ a ( m/x ) -1∈ A ∀ m/x ∈ A such that ( m/x ) -1∗ m/x=n/e=m/x ∗ ( m/x ) -1 .  
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Definition 3.2: A multi-subgroup of a multi-group ( A, ∗ ) is a sub-mset of A which is also a group with 
respect to the same binary mset composition ' ∗ ' as in A .  
Note: If ( A, ∗ ) be a multi-group of order n then A and [ n/e ] be two trivial multi-subgroups of A .  
Remark 3.3 S be a multi-subgroup of A , if 
(i) S * be a subgroup of A * . 
(ii) S has the same maximum multiplicity as of A .  
Theorem 3.3 A necessary and sufficient condition for a non-empty sub-mset S a of a multi-group ( A, ∗ ) of 
order n to be a multi-subgroup is that for all m1 /a, m2 /b ∈ S implies 
 m1/a ∗ ( m2/b ) -1∈ S .  
Theorem 3.4 Intersection of two multi-subgroup is again a multi-subgroup.  
Result 3.5 The union of two multi-subgroup may not be a multi-subgroup.  
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Abstract 



 

Wave created in deep water region and its propagate along the coast. It takes much energy and increases wave height in shallo
water region. After some time wave reaches a maximum wave height that time it breaks into water, Air entrained into water and
energy dissipates. In this study we have calculated wave height and wave direction after wave breaking in planner beach profile.

 
Mathematical analysis 

Void fraction distribution is considered as
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yz
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automatically satisfied: C(z) = C0 at the 

surface z = 0 and  C(z) =  0 at z = -y

increased potential energy can be found     as 
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Hoque and Aoki [1] developed an air bubble model on the basis of above assumption as 
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The energy balance equation in 2-D can be written as based on air bubb
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where cosgfx ECE  , singfy ECE 

For non-breaking case, 0airD  ; the above Eq. (1) can be solved to obtain results for wave height and wave refraction 
for different beach shapes. 
 

Formula 

Lax-Wendroff finite difference approximation method 

is used to solve the energy balance prescribed by Eq. 

(1), and the solution is obtained for a finite number of 

grid cells that comprise of the domain of interest. Wave 

shoaling and wave refraction are calculated for sloping 

beach as well as for parabolic beach profiles. 
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Wave created in deep water region and its propagate along the coast. It takes much energy and increases wave height in shallo
water region. After some time wave reaches a maximum wave height that time it breaks into water, Air entrained into water and

rgy dissipates. In this study we have calculated wave height and wave direction after wave breaking in planner beach profile.
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Fig. 1: Photo of wave breaking 
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; the above Eq. (1) can be solved to obtain results for wave height and wave refraction 

Wendroff finite difference approximation method 

is used to solve the energy balance prescribed by Eq. 

(1), and the solution is obtained for a finite number of 

grid cells that comprise of the domain of interest. Wave 

culated for sloping 

beach as well as for parabolic beach profiles.  

Wave created in deep water region and its propagate along the coast. It takes much energy and increases wave height in shallow 
water region. After some time wave reaches a maximum wave height that time it breaks into water, Air entrained into water and 

rgy dissipates. In this study we have calculated wave height and wave direction after wave breaking in planner beach profile.   

Fig. 1: Photo of wave breaking  
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; the above Eq. (1) can be solved to obtain results for wave height and wave refraction 
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Fig. 2:  Lax-Wendroff scheme (after Dalrymple, 
1988). 

Results  
 

The bathymetry is shown in Figs. 3(a) and 3(b). The wave period for the calculation is used as T= 4 sec.  In deep 

water, angle of incidence is assumed as 360 whereas the deep water wave height is assumed to be 0.122 m. In Figs. 

3(b) and 3(d), wave height and wave direction are calculated with some idealized bathymetries (straight and parabolic 

type) for breaking and non-breaking waves respectively. At each grid point, the length of the arrow denotes the height 

of the wave and the orientation of the arrow showing the direction of the wave. Results have been seen in Fig. 3(b) 

and Fig.3(d) that wave amplitude increases with decreasing water depth (before breaking ) and wave amplitude 

decreases with decreasing water depth(after breaking) and in Fig.3(d) that wave amplitude increases with decreasing 

water depth(non-breaking) whereas, wave refraction decreases with water depth decreasing at each grid point.  

 

 

  

 

 

 

 

 

 

Fig. 3: (a) Parallel beach profile, (b) wave height and wave direction at each grid point for parallel beach, (c) parabolic 
beach profile and (d) wave height and wave direction for parabolic beach. 
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Abstract 
 
In our research we are concerned to work on a class of matrix optimization problems. A matrix optimization problem 
(MOP) involves optimizing the sum of a linear function and a proper closed simple convex function subject to affine 
constraints in the matrix space.  Many important optimization problems in various applications such as data mining, 
network localization, etc arising from a wide range of fields such as engineering, finance and so on, can be cast in the 
form of MOPs. This work is focused on the application of MOPs in data mining specially on data visualization, 
regression and classification.  
Data mining is the process of discovering interesting patterns andknowledge where different approaches (eg. 
dimension reduction) are applied to pre-process the data smoothing out noises.  
Dimensionality reduction is a traditional problem in pattern recognition and machine learning. A wide number of 
methods are used to project high dimensional data into low dimensional space so that the result performs better for 
further processing such as regression, classification, clustering etc. 
The classical Multi-Dimensional Scaling (cMDS) is an important method for data dimension reduction and therefore 
for assigning them into fixed number of classes. Nonlinear variants of cMDS have been developed to improve its 
performance.One of them is the MDS with Radial Basis Functions (RBF).A key issue that has not been well addressed 
in MDS-RBF is the effective selection of itscenters. Proper selection of centers leads to better classification of the 
data.  
This research treats this selection problem as a multi-task learning problem, whichleads us to employ the $(2,1)$-norm 
to regularize the original MDS-RBF objective function. 
Two reformulations: Diagonal and spectral reformulations have been   studied. Both can beeffectively solved through 
an iterative block-majorization method. 
Numerical experiments show that the regularized models can improve the original modelsignificantly. Though 
working very fast for small data set, these models are little time consuming for large data set. So we were seeking for 
a model that will project the large data efficiently.  
Supervised distance preserving projection method (SDPP) is a very efficient method proposed recently for dimension 
reduction in supervised settings.   Basic formulation of SDPP aims to preserve distances locally between data points in 
the projected space (reduced feature space) and the output space. In our work we proposed a modification of SDPP 
which incorporates the total variance of the projected co-variates to the SDPP problem.  We formulated the proposed 
optimization problem as a Semidefinite Least Square (SLS) SDPP. The SLS-SDPP maximizes the total variance of the 
projected co-variates and preserves the local geometry of the output space as well.  A two block Alternating Direction 
Method of Multipliers have been developed to learn the transformation matrix solving the SLS-SDPP which can easily 
handle out of sample data. The projections of testing data points in low dimensional space are further used for 
regression or classifying them into different classes. The experimental evaluation on both synthetic and real world data 
demonstrates that SLS-SDPP improves SDPP significantly, outperforms some other state-of-the-art approaches and 
can be applied to any higher dimensional large data set. Finally SLS-SDPP is applied on some very well known face 
recognition problems. Satisfactory performance of our proposed dimension reduction method compared to some 
leading approaches in this area signify the applicability of our model to a wide range of image recognition problems.  
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P 60 : Fluid  
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ABSTRACT 

A comprehensive investigation has been carried out how a free double-diffusive boundary layer flow is affected by 
small amplitude temporal variations in the surface heat flux and species concentration flux. The surface heat flux and 
mass flux are assumed to vary as power n of the distance measured from the leading edge. Simulationsare carried out 
for various possible combinations of different important parameters. Three distinct methods, namely, a perturbation 
method for low frequencies, an asymptotic series expansion for high frequencies and a finite difference method for 

intermediate frequencies, are used. Calculations are performed for a wide range of parameters in order to examine the 
results obtained from the three methods. Comparisons are made in terms of the amplitudes and phases of the shear 

stress, surface heat transfer and surface mass transfer. It has been found that the amplitudes and phase angles predicted 
by perturbation theory and the asymptotic method are in good agreement with the finite difference computations. 

Keywords: Heat and Mass flux, thermal diffusivity, mass diffusivity 

Formulation of the Problem: 

A two dimensional unsteady free convection flow of a viscous incompressible fluid flow along a vertical flat plate in 
the presence of a soluble species is considered in this present study. It is assumed that both the surface heat flux and 
surface species concentration flux exhibit small amplitude oscillations in time about a steady non-zero mean 

temperature and concentration. A semi infinite vertical flat plate is placed at y=0  in Cartesian coordinate system𝑥 ≥

0, so that the distance from the leading edge along the plate measured the xand y is measured in outward normal 

direction from the plate. The ambient fluid temperature and species concentration are taken as 𝑇 and𝐶 .In the case 
where the surface heat flux and mass flux are considered as time dependent, the governing equations of the flow is 

given by the following sets of Navier-Stokes equations: 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0 

(1) 

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= 𝜈

𝜕 𝑢

𝜕𝑦
+ 𝑔𝛽 (𝑇 − 𝑇 ) + 𝑔𝛽 (𝐶 − 𝐶 ) 

(2) 

𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼

𝜕 𝑇

𝜕𝑦
 

(3) 

𝜕𝐶

𝜕𝑡
+ 𝑢

𝜕𝐶

𝜕𝑥
+ 𝑣

𝜕𝐶

𝜕𝑦
= 𝛼

𝜕 𝐶

𝜕𝑦
 

(4) 

Whereu and v are the x and y components of velocity field, respectively, 𝑔is the 

gravitational acceleration, 𝛽  and 𝛽 are the volumetric expansion coefficients for 
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temperature and concentration respectively, αis the thermal diffusivity and Dis the 

molecular diffusivity of the species concentration. Moreover𝜃 = 𝑇 − 𝑇 and  

∅ = 𝐶 − 𝐶 are the differences of temperature and species concentration between fluid 
and ambient flow. Considered boundary conditions, under which the equations 1-4 are 
solved are as follows: 

𝑦 = 0:   𝑢(𝑥, 𝑦, 𝑡) = 𝑣(𝑥, 𝑦, 𝑡) = 0 

− 𝜅
𝜕𝑇

𝜕𝑦
= 𝑞 (𝑥)[1 + 𝜖 exp(𝑖𝜔𝑡)] 

− 𝐷
𝜕𝐶

𝜕𝑦
= 𝑐 (𝑥)[1 + 𝜖 exp(𝑖𝜔𝑡)] 

𝑦 → ∞:   𝑢(𝑥, ∞, 𝑡) = 𝑣(𝑥, ∞, 𝑡) = 0 

 

 

 

(5) 

 

 

Solutions methodologies: 
Three different techniques are used to solve the governing equations of the flow field. The implicit finite 
difference method of Keller and Cebeci (1978) is put into operation for the entire regime, extended series 

solution (ESS) for small ξwhich corresponds the region near the leading edge and asymptotic solution (ASS) 

for large ξ corresponding the region far from the leading edge. Comparison amongst the results simulated by 

these three different techniques are elucidated in tabular form as well as by graphs. Excellent agreement 
amongst the simulated results by different numerical techniques ensured the validity of the model 

assumptions and efficiency of the numerical techniques that are applied here. 

Results and discussions: 

By solving the above equations: (1) - (4) along with the boundary condition (5) some very important quantities, such 
as, the skin friction coefficient, heat transfer coefficient and mass transfer coefficient are calculated in terms of their 
amplitude and phase angles respectively. Some very important parameters, for example, the Prandtl number Pr, the 
Schmidt number Sc, buoyancy ratio parameterw, and the exponent parameter nare studied extensively to envision their 
effects on the above mentioned important physical quantities. 
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Abstract 
In this paper, we discuss Iterated Function System (IFS) of the generalized Cantor sets and higher dimensionalfractals 
such as the square fractal (using Cantor set), the Menger sponge andthe Sierpinski tetrahedron. We also discuss 
Hausdorff measure and dimension of the invariant set for iterated function system of these fractals.  
 
1. Introduction 
Any fractal has some infinitely repeating pattern. When crating such fractal, we would suspect that the easiest way is 
to repeat a certain series of steps which create that pattern. Iterated Function System is another way of generating 
fractals. It is based on taking a point or a figure and substituting it with several other identical ones. Iterated function 
system represents an extremely versatile method for conveniently generating a wide variety of useful fractal structures 
[1].  
We studied the Cantor set and formulated iterated function system with probabilities of generalized Cantor sets and also 
shown their invariant measures using Markov operator and Barnsley-Hutchison multifunction [2]. Also we formulate 
iterated function system of twodimensional the square fractal and three dimensional fractals such as the Menger 
sponge, the Sierpinski tetrahedron. We also discuss Hausdorff measure and dimension of the invariant set for iterated 
function system of these fractals.  
 
2. Mathematical Analysis  
The Iterated Function System is based on the application of a series of Affine Transformations. An Affine 
Transformation is a recursive transformation of the type [3] 
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where cba ,,  and d control rotation and scaling, while e  and f control linear translation.  

Now we consider Nwww ,, 21 as a set of affine linear transformations, and let A  be the initial geometry. Then a new 

geometry can be represented by 
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 where F  is known as the Barnsley-Hutchinson operator [3, 4].  

Alternative method to formulate iterated function system: 

Let .10   Let Nppp ,,, 21  be points in the plane. Let ,)()( iii ppppA    where 
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.,,3,2,1 Ni  The collectionof functions },,,{ 21 NAAA   is called an iterated function system [5]. 

3. Method of Solutions  

1. Hausdorff Measure: If U is any non-empty subset of ,nR ,nF R  and a collection IiiU }{  satisfies the 

conditions:1. ,|| iU ;Ii  (2) , Ii iUF


 then the collection is a  -cover of .F  

If nF R  and ,0, s  we define: },||inf{)(
1






i

s
i

s UF where the infimum is taken over all  -cover of .F We 

define the s-dimensional Hausdorff measures as: 
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2. Hausdorff Dimension: If XXS i :  are similarities with constants iL  for Ni ,,2,1   respectively, a theorem 

proved by M. Hata [6] allows us to calculate the Hausdorff dimension of the invariant set for .,,, 21 NSSS   Namely, if we 

assume that F is an invariant set for the similarities NSSS ,,, 21  that is, 
N

i
i FSF

1

)(


 and  )()( FSFS ji  for 

,ji  then ,dim sFH   where s  is given by    



N

i

s
iL

1

.1     (2) 

 
4. Results and Discussion 
1. The Hausdorff dimension of the invariant set for IFS of the generalized Cantor sets is 

,
1)-(2mlog

mlog
s that is, ).2(,

1)-(2mlog

mlog
dim  mFH  

2. The Hausdorff dimension of the invariant set for IFS of the square fractal (using Cantorset)is 

,26.1
3log

4log
s that is, .26.1dim FH  

3. The Hausdorff dimension of the invariant set for IFS of theMenger sponge is  

,726.2
3log

20log
s thatis, .726.2dim FH  

4.The Hausdorff dimension of the invariant set for IFS of theSierpinski Tetrahedron is  

,2
2log

4log
s thatis, .2dim FH  
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Abstract 
Adsorption technology is one of the alternatives to reduce usage of fossil fuel. Among the variety of adsorbent adsorbate pairs, 
silica gel and water are the most desired one due to its preferred properties. This pair is widely available, environmentally benign, 
can be activated with lower temperature heat source. In order to utilize silica gel-water pair in a solar heat driven adsorption 
chiller, one need to study the operating conditions for the maximum utilization of the entropy of the adsorbent. 

 
1. Introduction: 

Thermally driven, sorption technology is one of the possible alternatives of conventional vapor compressor 
refrigeration system. For the last three decades investigations have been carried out both mathematically and 
experimentally about different features of this system. Some pioneer in sorption technology can be found. Both 
experimental and mathematical investigations are carried on for advanced system. For the effective utilization of low 
temperature solar thermal energy Sakoda and Suzuki [1], Li and Wang [2] are some name to be mentioned.In the 
present study, mathematical investigation is carried out to determine the optimum uptake amount of adsorbent for a 
chiller whose configuration is similar to that of Rouf et. al. [3]. Here silica gel is considered as adsorbent coupled with 
water as adsorbate. In this study the optimum adsorption capacity and desorption level is calculated analytically for 
different cooling water temperature for solar heat driven adsorption chiller. 

2. System Description:  

The system is similar to the solar adsorption cooling system same as Rouf et. al.  [3]. The collector information is 
same as [4]. In the present study, mathematical investigation is carried out to study the optimum uptake capacity and 
desorption level of silica gel for different cooling water temperature and respective pressure inside the adsorption bed 
of a solar heat driven chiller. Operational process and the chiller configuration is same as [3]. Silica gel-water pair as 
adsorbent/ adsorbate is well examined for air-conditioning process driven by low temperature heat source i.e. less than 
100°C. The schematic diagram of the system is illustrated in Fig. 1.  
 
 
 
 
 
 
 
Fig.1. Schematic diagram of the solar heat driven adsorption space cooling system 

3. Mathematical equations: 
 

The temperature distribution throughout the chiller is considered to be uniform. Hence lumped parameter model has 
been utilized to consider the energy balance equations of the different heat exchangers. The energy balance equation 
of the adsorbent bed, condenser and evaporator can be found in [3]. The adsorption rate for silica gel-water is a 
nonlinear function and of difference between concentration of equilibrium state and that of the present state: 
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Where, the overall mass transfer coefficient function
psak is dependent on adsorbent (silica gel) surface diffusivity 

sD  

and particle diameter 
pR .

 
The adsorption uptake *q at equilibrium is a function of saturation pressure at refrigerant (water) vapor temperature 

vwT ,
 

and adsorbent bed temperature 
bedT , 
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 ,* . (2)

 

The above equation is known as modified Freundlich (S-B-K) equation, to provide a concise analytical expression of 
experimental data [4]. The saturation pressure is calculated according to the Antoine’s equation. 

4. Results and discussion: 
 

 The optimum uptake capacity and desorption level of an adsorbent depend on its thermal properties and also its 
affinity with the adsorbate. This study is conducted to study the optimum adsorption and desorption level for a solar 
heat driven adsorption cooling system which works with silica gel-water pair mathematically for different cooling 
water temperature and cycle time. According to the simulated results, the maximum uptake is found when 31°C 
cooling water was used to cool down the adsorption bed with cycle time 800s. On the other hand, maximum 
desorption took place when cooling water temperature was 27°C with cycle time 1000s. The maxim concentration 
gradient is found for cooling water temperature 20°C. Desorption and adsorption rate of the adsorbent is dependent on 
the temperature and pressure inside the bed, these information is listed in table 1. 

5. Conclusion: 

For a solar heat driven adsorption chiller, better cooling capacity is not ensured by high temperature hot flow to heat 
up the desorber, rather it depends on thermodynamic properties and on higher concentration gradient of the adsorbent.   
Table 1. The simulated results for the optimum cases 

Cooling water 
Temperature 
(°C) 

Cycle 
time 
(sec) 

Bed Temp. 
minimum 
(°C) 

Bed Temp. 
maximum 
(°C) 

pressure 
minimum 
(kPa) 

pressure 
maximum 
(kPa) 

Concentration 
minimum (gm/gm 
silica gel) 

Concentration 
maximum 
(gm/gm silica gel) 

Concentration 
gradient (gm) 

20 1000 24.17 59.73 0.74 2.98 0.049 0.205 0.156 
27 1000 30.1 80.83 0.76 4.4 0.036 0.15 0.114 
31 800 33.89 83.28 0.86 5.43 0.05 0.12 0.07 
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Abstract 

We introduce an incidence matrix called poset matrix for representing finite partially ordered sets (posets). We also discuss 

different forms of poset matrices and their interpretations. Finally, we construct the augmented block matrices representing direct 

sum, ordinal sum and direct product of posets. 

 

 

A matrix 𝑀 = 𝑎 , 1 ≤ 𝑖, 𝑗 ≤ 𝑛consisting of elements ones and zeros only is called a poset matrix if 𝑀 satisfies the 

following conditions.  

(1) 𝑎 = 1 for all 1 ≤ 𝑖 ≤ 𝑛  i.e. 𝑀 is reflexive,  

(2) 𝑎 = 1 and 𝑎 = 1 imply 𝑖 = 𝑗 i.e. 𝑀 is antisymmetric, 

(3) 𝑎 = 1 and 𝑎 = 1 imply 𝑎 = 1 i.e. 𝑀 is transitive.  

Let  𝑨 = (𝐴, ≤) be a poset where the underlying set 𝐴 = (𝑥 , 𝑥 , … , 𝑥 ). Note that, here we consider the set 𝐴 as an 𝑛-

tuple instead of an 𝑛-element set. Then the matrix 𝑀 = 𝑎 , 1 ≤ 𝑖, 𝑗 ≤ 𝑛 is called an incidence matrix [2] of the 

poset 𝑨 if 𝑎 = 0 when 𝑥 ≰ 𝑥  in 𝑨. Obviously, every poset matrix is an incidence matrix representing a unique 

poset. Interchanges of 𝑖-th and 𝑗-th rows along with interchanges of 𝑖-th and 𝑗-th columns in a poset matrix, known as 
relabeling[2], lays the same poset matrix remain. We show that every poset matrix can be transformed to an upper (as 
well as lower) triangular matrix representing the same poset by a finite times of relabeling. We also show that the 

matrix transpose 𝑀′ of the poset matrix 𝑀, is also a poset matrix and it represents the poset dual to the poset 

represented by 𝑀. Here, by 𝑨 + 𝑩, 𝑨 ⊕ 𝑩 and 𝑨 × 𝑩, we mean the direct sum, the ordinal sum and the direct product 

of the posets 𝑨 and 𝑩 respectively. Then we construct the augmented block matrices, that is, the poset matrices, 

representing the direct sum, ordinal sum and direct product of posets. Consider the poset matrices 𝑀 = [𝑎 ], 1 ≤

𝑖, 𝑗 ≤ 𝑚 and 𝑁 = [𝑏 ], 1 ≤ 𝑘, 𝑙 ≤ 𝑛  representing the posets 𝑨 and 𝑩 respectively. Then we show the following.  

(1) The block matrix 𝑆 = [𝑆 ], 1 ≤ 𝑖, 𝑗 ≤ 2, where 𝑆 = 𝑀, 𝑆 = 𝒁  (𝑚-by-𝑛 matrix of elements zeros only), 

𝑆 = 𝒁 , and  𝑆 = 𝑁, of order  𝑚 + 𝑛  is a poset matrix representing the poset 𝑨 + 𝑩. 

(2) The block matrix 𝑇 = [𝑇 ], 1 ≤ 𝑖, 𝑗 ≤ 2, where 𝑇 = 𝑀, 𝑇 = 𝑶  (𝑚-by-𝑛 matrix of elements ones only), 

𝑇 = 𝒁 , and  𝑇 = 𝑁, of order  𝑚 + 𝑛  is a poset matrix representing the poset 𝑨 ⊕ 𝑩. 

(3) The block matrix 𝑃 = [𝑃 ], 1 ≤ 𝑘, 𝑙 ≤ 𝑛, where 𝑃 = 𝑀 if 𝑏 = 1 and  𝑃 = 𝒁  otherwise, of order  𝑚 × 𝑛 

is a poset matrix representing the poset𝑨 × 𝑩. 

 

Conclusion:Incidence matrices of posets have classical applications in partitioning posets and graphs [1, 2, 3, 4, 5]. 
Since some computations in posets are lengthy and complicated, as an immediate application of poset matrix, we 
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develop a toolkit, a MATLAB package named Ordered Set Processor (OSP), for testing different properties of finite 
posets viz. modularity, distributivity, complementness, pseudocomplementness, being Stone poset, being Boolean 

poset, being lattice; for finding various characterizing posets such as lower cone poset, down set poset (poset of 
Dedekind cuts), sum and product posets, term and factor posets; and for drawing and editing different Hasse diagrams 

of posets. 
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Abstract : In the star puzzle,there are four pegs, the usualthree pegs, S, P and D, and a fourth one such that all disc 
movements are either to or from the fourth peg. Let MS(n) be the minimum number of moves required to solve the new 
variant. Then, MS(n) satisfies the recurrence relation 

  
 
 

 
1nk1               

.0 MS(0), 13)kn(MS2          min       )n(MS k


  

 
 
 

This paper studies the above recurrence relation in detail, and gives a solution of it. 
 

 
1. INTRODUCTION 
 
The star puzzle, proposed by Stockmeyer [6], is as follows : There are three pegs, S, P and D, forming an equilateral 
triangle, and a fourth peg at the center 0. Initially, the n discs, d1, d2, …, dn, rest on the source peg, S, in a tower, in 
small-on-large ordering, as shown in the figure below. The objective is to move this tower from S to the destination 
peg, D, in minimum number of moves, under the conditions that the topmost disc can be shifted from one peg to 
another under the “divine” rule that no disc can be placed on top of a smaller one, and that each disc movement is 
either to or from 0. 
 

 
 
 
 

 
 
 
 
 

Let MS(n) denote the minimum number of moves required to solve the star puzzle with n (1) discs. Then, we 
have the following recurrence relation. 
 

 
1nk1              

,2n  , 13)kn(MS2         min       )n(MS k


 (1.1) 

 
 
 
 

MS(0)=0, MS(1)=2,                                         (1.2) 
 
 
 
 

with the convention that MS(1) is attained at the point k=1. Let 

.)n(MSM 2
)n(MS  (1.3) 

2. SOME  PRELIMINARY  RESULTS 
 

 

 
 
 

 
 

 
 
 

 

0 

 

dn 
 
 

 
 
 

P 

 

d1 
 
 

 
 

d2 
 
 

 

S D 
Figure 1.1: The Star Puzzle 
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Lemma 2.1 : Let MSM(n) be attained at k=k1 and MSM(n+1) be attained at k=k2. Then, k1 ≤k2 ≤k1 +1. 
 

Let the sequence  1nna  be defined by 

an =MSM(n)MSM(n1), n≥1.                                              (2.1) 

Let kj ≥1 be defined by 

,0 j ;3)1k(MSM)k(MSMa j
jjjk                                            (2.2) 

Lemma 2.2 : For all j0, MSM(kj –1) is attained at k=j; moreover, for all n satisfying the inequality kj ≤n≤kj+1 –1, MSM(n) is 
attained at k=j+1. 

 

Theorem 2.1 : For all j≥0 and 1skj + 1 –kj –1, 

MSM(kj +s) – MSM(kj +s–1)=2[MSM(kj +s–j–1) – MSM(kj +s–j–2)]. 
 
 

 

3. MAIN  RESULTS 

Let  1nnb  be the sequence of integers in (strictly) increasing order : 
 

bn =2i3m, i≥0, m≥0.                                                                           (3.1) 
 

Lemma 3.1 : For any integer j≥0, 
 

(a) N(n, j)=       , 1)(j 32:i max 3b3  :b  2ln
ln31ji1j

n
j

n    
 

(b)     .j  3.2323  :b   3.2b3  :b  jj
n

j
n

j
n

m i   
 

Lemma 3.2 : For any n such that 3j <bn <3j+1 for some integer j≥0, bn =2bnj1. 

 

Theorem 3.1 : For all n1, an =bn. 
 

Theorem 3.2 : For n≥1,  

.baMSM(n)
n

1m
m

n

1m
m 


  

 
 
 

Moreover, if 3j an <3j+1 for some integer j≥0 (so that kj n<kj+1), MSM(n) is attained at the unique point 

.11jk 3ln

)(bln
n 








  

 
 
 
 

Corollary 3.1 :For all j0, kj+1 =kj +  2ln
3ln)1(j  +1, k0 =1. 
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Abstract : This paper deals with a variant of the Reve’s puzzle with n (1) discs which allows exactly one violation of 
the “divine rule”. Denoting by S4(n) the minimum number of moves required to solve the new variant, we give a scheme 
to find the optimality equation satisfied by S4(n). We then find an explicit form of S4(n). 

 
1. INTRODUCTION 
 

The Tower of Hanoi puzzle, introduced by the French mathematician Lucas [1], is well known. The 4-peg generalization appears 
as the Reve’s puzzle in Dudeney [2]. In general form, the Reve’s puzzle is as follows : Given are n (1) discs d1, d2, 
…, dn of different sizes, and four pegs, S, P1, P2 and D. At the start of the game, the discs rest on the source peg, S, in 
a tower in increasing order, from top to bottom. The objective is to shift the tower to the destination peg, D, in 
minimum number of moves, where each move can shift only the topmost disc from one peg to another, under the 
“divine rule” that no disc is ever placed on a smaller one. 
 

Over the past decades, the Tower of Hanoi as well as the 4-peg generalization has seen many variations, some of which have 
been reviewed by Majumdar [3]. Chen, Tian and Wang [4] have introduced a new variant which allows r (1) 
violations of the “divine rule”. In the new variant, the problem is to shift the tower from the peg S to the peg D in 
minimum number of moves, where for (at most) r moves, some disc may be placed directly on a smaller one. 

 
This paper generalizes the problem of Chen, Tian and Wang [4] to the Reve’s puzzle when single relaxation of the “divine  rule” 

is allowed.  
 

Denoting by S4(n) the minimum number of moves required to solve the Reve’s puzzle with single relaxation of the “divine rule”, 
we find an explicit for of S4(n). This is done in Section 3. In Section 2, we give some background material. 

 
2. BACKGROUND 

Let M4(n) denote the minimum number of moves required to solve the Reve’s puzzle with n (1) discs. Then, the dynamic 
programming equation satisfied by M4(n) is 
 

 
1nk1              

,4n  , 12)k(M2          min        )n(M kn
44


 

 

with 
M4(0)=0; M4(n)=2n–1 for all 1≤n≤3. 

 

M4(n) satisfies the following local-value relationship. 
 

Lemma 2.1 : For any n1, exactly one of the followings hold : 
 

(1) M4(n+2)–M4(n+1)=M4(n+1)–M4(n), 

(2) M4(n+2)–M4(n+1)=2{M4(n+1)–M4(n)}. 
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Corollary 2.1 : M4(n+1) – M4(n)>4 for all n6. 

Theorem 2.1 :Let  . ... , , s somefor n   
)  s)(  s()  s(s 212

21
2

1    Then, 
 
 
 

(1) ,1)1s(2M s)( 2
)1  s(s

4   

and is attained at the unique point .2
)1  (  ssk  

 
 
 
 
 

(2)     ,1      n 2nM  1    2
)1  s(ss

4  
 

 
 
 
 

and is attained at the two points k=n–s–1, n–s. 

Let S3(n) denote the minimum number of moves required to solve the Tower of Hanoi problem with single relaxation of the 
“divine rule”. Then, we have the following lemma, due to Chen, Tian and Wang [4], giving an expression for S3(n). 

 
Lemma 2.2 : For any n1, 

     4n if

3n1 if
  

,52

    ,1n2
 )n(S

2n3 









 
 

 
3. THE PROBLEM AND ITS SOLUTION 
 

The problem we consider is as follows : We have a tower of n (1) discs (of varying sizes) on the source peg S, in small-on-
large ordering. The objective is to move this tower to the peg D, using the auxiliary pegs P1 and P2, in minimum 
number of moves, where each move shifts the topmost disc from one peg to another, and for only one move, some 
disc may be placed directly on top of a smaller one. 
 
Let S4(n) be the minimum number of moves required to solve the above problem. An explicit form of S4(n) is given 
below. 

 

Theorem 3.1 : For n1, 

      7n if

7n4 if

 4n1 if

  

,6)2n(M

,2)1n(M

            ,1n2

 )n(S

4

44















  

4. REMARKS 
 

It is interesting to see that the new variant has a closed-form solution, and the optimal value function S4(n) can be expressed in 
terms of M4(n). For n4, we may appeal to Theorem 2.1 to find S4(n). The solution given in Theorem 3.1 is the first 
step to find the solution in the general case with r (>1) number of relaxation of the “divine rule”. 
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Abstract : Motivated by the recurrence relation satisfied in the Reve’s puzzle, Matsuura [1] 
considered the generalized recurrence relation of the form 

  
 
 

 
nt1                

, )3 ,t(S),tn(T      min     ),n(T


  

T(0,)=0 for any ≥2, 
 
 
 
 

where n≥1 and ≥2 are integers, and S(t,3)=2t –1. This paper studies closely the properties of T(n,) 
for the case when =2i for some integer i≥2, and gives a closed-form expression of T(n,). 

 

1. INTRODUCTION 
 

 

The recurrence relation that we consider is the following one, posed by Matsuura [1]. 
 

 
1nk0               

,1n  ; )3 ,kn(S) ,k(T        min        ),n(T


  

T(0,)=0,  

 
 

where ≥2 is an integer, and S(n,3)= 2n 1. 
 

 
 

This papergives some local-value relationships involving T(n+1,)– T(n,) when =2i (for some 
integer i2).It also gives an explicit expression of T(n,α). 

 
 

2. SOME  LOCAL-VALUE  RELATIONSHIPS  INVOLVING  T(n+1,)–T(n ,) 
 

Lemma 2.1 : Let =2i. Then, for all n1, T(n+1,)– T(n,) is of the form 2s for some s1. 
 

 

Lemma 2.2 : Let T(n,) be attained at the two values k=K, K+1. Let m=2n–K+i–1. Then, T(m,) is attained 
at the two values k=n–1,n. 

 

Theorem 2.1 : Let, for any α=2i fixed, T(n,) be attained at k=K for some integer n≥1. Then, 
 

 

 

 

T(n,) – T(n–1,)=2n–K–1. 
 

 

 

 

 

Furthermore, 
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(a) if T(n,) is attained at the two points k=K, K+ 1, then 
 

 

 

T(n+1,) – T(n,)=2n–K–1 =α[T(K+1,α)T(K,α)], 
 

 

 

 

 

 

(b) if T(n,) is attained at the unique point k=K, then 
 

 

 

T(n+1,) – T(n,)=2n–K =α[T(K+1,α)T(K,α)]. 
 

 

 

 

Lemma 2.3 : Let, for α=2i fixed, T(n,α) be attained at the unique point k=K. Then, T(N+1,α) is attained at 
the unique point k=n, where N=2n – K + i – 1. 
 

 

Lemma 2.4 : Let, for some integer N≥1, T(N,) be attained at the unique point k=K. Let 

M=min{n : T(n,) – T(n–1,)=2N–K–1}. 
 

 

 

 

Then, for all n with M≤n≤N–1, T(n,) is attained at two values of k. 
 

 

 

 

 

Lemma 2.5 : For some n1, T(n,α) satisfies the following relationship 

T(n+2,)– T(n+1,)=2[T(n+1,)– T(n,)], 

if and only if T(n+1,α) is attained at a unique value of k. 
 

 

 

 

 

 

Corollary 2.1 : For some n1, T(n,α) satisfies the relationship 

T(n+2,)– T(n+1,)=T(n+1,)– T(n,) 

if and only if T(n+1,α) is attained at two values of k. 

 
 

 

Lemma 2.6 : For α=2i (for some integer i≥1), for some integer n≥1, T(n+1,α) is attained at the unique point 
k=K if and only if T(K,α) is attained at a unique value of k. 
 

 

3.  SOLUTION  OF  THE  RECURRENCE  RELATION 
 

Let α=2i for any integer i≥2. Let 
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an =T(n,) – T(n–1,),  n≥1. 
 

 
 

 

 

Lemma 3.1 : Let α=2i for some integer i≥2. Let kj (j≥0) be the largest index such that 

j2a
jk  . 

 

 

(a) T(kj,α) is attained at the unique point k=kj –j–1, 
 

 

 

(b) when kj +1nkj+1 –1, T(n,α) is attained at the two points k=n–j–1, n–j–2, 
 

 

 

(c) T(kj+1,α) is attained at the point k=kj+1 –j–2. 
 

 

 

 

 

Theorem 3.1 : Let kj n<kj+1 for some integer j≥0. Then, 
 

 

 

.)kn(22)kk(1) ,n(T
j

1
j

1j
1



 





  

 

 

 

Theorem 3.2 : Let =2i for some integer i≥2. Then, for all n≥0, T((n+1)( ni
2 +ℓ),) is attained at the unique 

point k=n[ )1n(i
2  +ℓ], 1≤ℓ≤i. 

 

Lemma 3.2 : For all n≥1, 
 

 

(a) ],12)2n3[()4 ,n(T
1n22

3
1  

(b) ].12)1n3[()4 ),1n(n(T
n2

3
1   

 

4.  REMARKS 
 

In a previous paper [2], the present author studied some local-value relationships related to      T(n,). This 
paper derives some new results in connection with T(n+1,α)T(n,α), which plays a vital role in solving the 
recurrence relation itself, for the case when =2i (for any integer i≥2). From Theorem 3.1, we see that, we 
need to find the numbers kj. Explicit form of these numbers is given in Theorem 3.2. This would enable one 
to find a closed-form expression of T(n,). 
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Abstract : This paper deals with a variant of the classical ToH problem with n (1) discs, of which r discs are evildoers, 

each of which can be placed directly on top of a smaller disc any number of times. Denoting by E(n,r) the 
minimum number of moves required to solve the new variant, we give a scheme to find the optimality equation 
satisfied by E(n,r). We then find an explicit form of E(n,r). 

  
 

 
1. INTRODUCTION 
 

The Tower of Hanoi problem is as follows : Given are n (1) discs of different radii, designated as D1, D2, …, Dn, and three 
pegs, S, P and D. At the start of the game, the discs rest on the source peg, S, in a tower in increasing order, from top 
to bottom, as shown in the figure below. The objective is to shift the tower to the destination peg, D, in minimum 
number of moves, where each move can shift only the topmost disc from one peg to another, under the “divine rule” 
that no disc is ever placed on a smaller one. It is well-known that the total number of moves required to solve the 
Tower of Hanoi problem with n (1) discs is 2n –1. 

 
 

 
Over the past decades, the Tower of Hanoi problem has seen many generalizations, some of which have been reviewed by 

Majumdar [1] and Hinz, Klavzar, Milutinovic and Petr [2]. Chen, Tian and Wang [3] have introduced a new variant of 
the Tower of Hanoi problem with n1 discs, which allows r (1) violations of the “divine rule”. In the new variant, the 
problem is to shift the tower of n discs from the peg S to the peg D in minimum number of moves, where for (at most) 
r moves, some disc may be placed directly on top of a smaller one. Let the minimum number of moves required to 
solve the above problem be S(n,r). Then, we have the following theorem, due to Chen, Tian and Wang [3] (in a 
slightly modified form). 

 

Theorem 1.1 : For any n1, r1, 
 

S D 

P  
 
 


 
 
 

 

 
 
 


 
 
 



Figure 1.1 : Initial state in the Tower of Hanoi problem 
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3r2n2r if
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           ,1n2
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This paper considers the variant below. 
 

ToH with r Evildoers : In the classical Tower of Hanoi problem, any r (of the n (≥1)) discs are evildoers, 
where each evildoer can be placed (directly) on top of a smaller disc any number of times. 

 

Let E(n,r) be the minimum number of moves required to solve the above problem. This paper finds an explicit form of 
E(n,r). 

 
2. THE  PROBLEM  AND  ITS  SOLUTION 
 

The problem that we consider is as follows : There are three pegs, S, P and D, and n (1) discs of varying sizes. Initially, the 
discs rest on the source peg in a tower, in increasing order from top to bottom. Of the n discs, r (1) discs are 
evildoers, each of which can be placed directly on top of a smaller one any number of times. The problem is to shift 
the tower from the peg S to the destination peg D, in minimum number of moves, such that each move shifts only the 
topmost disc from one peg to another. Let the minimum number of moves required be E(n,r). 
 
Lemma 2.1 : For the (n,1)-problem (with n (≥1) discs and one evildoer), if the disc Di is an evildoer, then the disc Di+1 
is an evildoer for the (n+1,1)-problem. 

 

 

 

 

 

 

Proposition 2.1 : For the (n,1)-problem with n8, the disc Dn–2 is the (unique) evildoer. 
 

Proposition 2.2 :For the (n,r)-problem (with n1 discs, r of which are evildoers), if ther discs 
riii D...,,D,D

21
   (counted from the 

top) are the evildoers, then the discs 1r1 iii D...,,D,D
211     (counted from the top) are the evildoersfor the (n+1,r)-

problem. 
 
 

 

Proposition 2.3 : Let 
 

n=(r+1)m+j for some integers m and j with m≥1, 1≤j≤r. 
 

Then, there exists an integer Nsuch that for n≥N, 
 

E(n,r)=2n–2r–1 +(r+j+1)2m–1 +10r–1. 
 

orollary 2.1: For the (n,r)-problem (with n discs and r (≥1) number of evildoers), the r discs, Dn–2, Dn–4, …, Dn–2r, are the 
evildoers. 
 
 
3. CONCLUDING  REMARKS 

 
This paper solves the Tower of Hanoi problem with r (1) number of evildoers. It is interesting to see that E(n,r) has a simple 

closed-form expression, given in Proposition 2.3. Proposition 2.2, together with  Proposition 2.1, gives the r number of 
evildoer discs for the problem. 
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Abstract 

Game theory, particularly matrix games have successful applications in various real-life decision making problems 
such as competitive systems, economics, management science, medical science, biological science, pattern 
recognitions, mobile networking systems and even for political situations etc. But reality does not promote to solve 
most of the complex decision making problems and it has became feasible for a fuzzy set to represent an uncertainty 
of payoffs of matrix games. In this talk, we consider a matrix game whose payoffs are triangular intuitionistic fuzzy 
numbers and also apply robust ranking technique as ranking of fuzzy numbers to solve the matrix game. Various types 
of score functions and accuracy functions are utilized to solve the matrix game and the results are compared with the 
result of matrix game obtained from robust ranking. From the discussion, it is concluded that the result of the 
intuitionistic fuzzy matrix game is a better one in compare to the results of other considered approaches. In order to 
show the applicability and usefulness of the proposed technique, online shopping-marketing problem is incorporated 
and then solved. Finally conclusions are depicted with a line of future research directions.  
 
Keywords: Matrix games; Intuitionistic fuzzy number; Robust ranking; Score and accuracy functions; Online 
shopping-marketing problem.  
 
Conclusion:In this talk, the matrix gameunder the intuitionistic fuzzyenvironment has been analyzed. Using robust 
ranking,  the elements of  thepayoff matrix have been reduced to crisp  elements and then solved the triangular 
intuitionistic fuzzy matrixgame based on designed algorithm to obtain the values of the game and strategies of the 
players.From the discussion, it is concluded that the result of the intuitionistic fuzzy matrix game is a better one in 
compare to the results of other considered approaches. To deal with several real-life problems as we tackle today  
expected  to tackle  open a new spectrum  to the decision  making  in competitive and management systems.   
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[3]  D.F. Li, Decision and game theory in management with intuitionistic fuzzy sets, Springer-Verlag Berlin Heidelberg (Studies 
in Fuzziness and Soft Computing), 308,  2014 
[4]G. Owen, Game theory, Academic Press, New York, 1995  
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Apurba Chandra Datta and his amazing collection 

Munibur Rahman Chowdhury 
Retired Professor of Mathematics, University of Dhaka 

Extended Abstract 
 

Apurba Chandra Datta, born in 1866, hailed from Hathazari in the Chittagong district. He studies F.A (First Arts, 
present Higher Secondary) at Dacca College (established in 1841). He took up the job of a computer at  the 
Trigonometrical Branch of Survey of India at Dehra Dun. We went to England in 1889and enrolled at the University 
of Cambridge to read Mathematics. He passed the Mathematical Tripos examination in 1892 and returned to India. He 
taught mathematics at City College (Calcutta), jubbulpore College (then in Central Provinces). Later on he served 
Rajshahi college as Vice-Principal and Professor of Mathematics. He was then elevated to the Indian Educational 
Service and transferred ad Principal and Professor of Mathematics of M.C College, Sylhet. He retired in 1923. 
ACD (Apurba Chandra Datta) was an avid collector of books. His sons and daughters presented his entire collection of 
books on Mathematics and Astronomy to the University of Dhaka twenty five years after his death.  
Most of the items in the collection were acquired during his stay in Cambridge. Many of these are of great historical 
interest, and some are quite rare. Evidently, astronomy was his favourite subject, for books on astronomy are the pride 
of the collection. Probably the most valuable and rare item in it are the Tabulae |Rudolphinae, complied by Kepler on 
the basis of earlier tables prepared by Tycho Brahe, published in 1627. Other titles of interest include The Elements of 
Physical and Geometrical Astronomy by David Gergory (to which is appended Dr. Halley’s Synopsis of the 
Astronomy of Comets, 2 volumes, 1926); Opere di Galileo Galilei divise in quattro tomi (Padua, 1744); Samuel 
Horsely’s edition of works of Newton (Isaci Newtoni opera Quae |Exstant Omnia, 5 volumes, 1779-85); M. Bailey’s 
Histoire de      L’Astronomie Ancienne, depuis son origine jusqu’a l’etablissement de l’ecole d’Alexandrie (1771), 
Histoire de l’Astronomie Moderne, depuis la fondation de l’ecole d’Alexandrie, jusqua l’epoque de MDCCXXX (3 
volumes 1785) Histoire de l’Astronomie indienne et orientale, ouvrage qui peut servir de suite a l’Historie de 
l’Astromie ancienne (1787); Gauss’s Theoria Motus Corporum Ceolestium in Sectionibus Conicis Solem Ambientium 
(1809); Bassel’s Tabulae Regiomontanae (1830); M.G. de Pontecoulant’s  Theorie Analytique du Systeme du Monde 
(3 volumes, 1829-32); U-J LeVrrier’s Developments sur plusieurs points de la Theorie des Pertubations des Planetes 
(1841), Recherches sur les Mouvements de la Planete Herschel(1846), Recherches Astronomiques (6 Volumes, 1855-
61).         The collection also contains the abridgment (by Charles Hutton et al) in 18 volumes with notes and 
biographic illustrations, of  The Philosophical Transactions of the Royal Society of London, from their 
commencement in 1665 to the year 1800 published in 1809 
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Abstract 
This paper makes the bridge between the fixed-charge transportation problem (FCTP) and the facility location problem (FLP); and 
the new form, here, is treated as the fixed-charge transportation-p-facility location problems (FCT-p-FLP). The FCT-p-FLP is a 
generalization of the classical fixed-charge transportation problem in which one need to seek where locate the p-number of 
facilities such that the total transportation cost along with fixed cost will be minimized. The approximation approach is introduced 
and corresponding results are discussed. A numerical example and a sensitivity analysis are incorporated to expo the efficiency 
and effectiveness of proposed study with reality. The main contribution of this study is to introduce a new practical problem on 
FLP and FCTP which is analyzed by a new approximation approach. Finally, a summery is given together with suggestions for 
future studies. 
 
Keywords: Facility location problem; Fixed-charge transportation problem; Approximation approach; Heuristic approach. 

Conclusion:In this article, a new interesting problem for transportation and supply chain network has been 
incorporated, which minimizes the total transportation cost along with fixed cost by determining potential facility 
sites. To recognize the nature of FCT-p-FLP, some fundamental propositions and theorem have been introduced. 
Thereafter, a novel approximation approach has been analyzed here to solve the problem in an efficient way. Finally, 
the obtained outcomes have been presented with suggestions. 
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Abstract 

In this paper, we study the bi-objective fractional fixed-charge transportation problem (BOFFCTP) under the light of 
fuzzy-rough environment. The parameters of the formulated model are taken as fuzzy nature. In order to tackle these 
parameters, we use the different types of fuzzy measures such as possibility, credibility and necessity measures. To 
derive an optimal solution of the proposed BOFFCTP, we use rough set theory for extending as well as partitioning 
the feasible region of BOFFCTP into two approximations. Using these approximations, we  design two models 
namely lower approximation model (LAM) and upper approximation model (UAM) of proposed BOFFCTP. Finally, 
by solving these models, we obtain the optimal solution which is provided the satisfactory results relevant to our 
problem. In order to show the applicability of our proposed model, we incorporate a real-life example on BOFFCTP to 
illustrate in this paper. 
 
Keywords: Fixed-Charge Transportation problem; Fractional programming; Fuzzy programming;   Rough 
programming. 
 
Conclusion:In this paper, the bi-objective fractional fixed-charge transportation problem (BOFFCTP) is formulated 
using two types of uncertainty and its feasible region ofoptimal solutions is extended. To convert the proposed 
BOFFCTPinto a deterministic one,we have proposed fuzzy chance-constrained rough approximation (FCRA) 
techniques. We have applied the FCRA to divide the crisp form of the bi-objective fixed-charge transportation 
problem (BOFFCTP) into two parts, i.e., LLA-BOFCTP and LUA-BOFCTP. From the LAM and UAM of the 
BOFCTP, wehave shown that the feasible region of BOFCTP (also, that of BOFFCTP) can be extended aswell as 
partitioned to provide better optimal solutions. 
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Abstract 

The paper studies two finite difference schemesfor solving convection-diffusion equation (CDE) with appropriate initial condition 

and boundary conditions. The convection velocity u(t, x) of CDE is computed by solving viscous Burger’s equation using the 

same schemes.Stability conditions of the schemes are determined and numerically verified. Some numerical simulation results are 

presented for various parameters. 

1. Governing Equation and Numerical Schemes 

1.1 Governing Equation 

Our problem is to solve the following system of PDE’s simultaneously as an IBVP 

+ 𝑢 =  ,           𝑎 < 𝑥 < 𝑏,     𝑡 > 0,    (1a) 

+ 𝑢 = 𝐷 ,          𝑎 < 𝑥 < 𝑏,     𝑡 > 0,    (1b) 

Appended with initial condition𝑢(𝑥, 0) = 𝑓(𝑥);         𝑐(𝑥, 0) = 𝑓(𝑥)                 𝑎 ≤ 𝑥 < 𝑏 

and Neumann boundary conditions 𝑢(𝑡, 𝑎) = 𝑢 (𝑡) ;          𝑢(𝑡, 𝑏) = 𝑢 (𝑡)𝑡 ≤ 𝑡 ≤ 𝑇 

𝜕

𝜕𝑥
𝑐(𝑡, 𝑎) = 𝑐 (𝑡) ;            

𝜕

𝜕𝑥
𝑐(𝑡, 𝑏) = 𝑐 (𝑡)𝑡 ≤ 𝑡 ≤ 𝑇 

where ca, cb,ua, ubare constant concentration values. 

1.2 Finite Difference Scheme (FTCS) 

𝑢 = 𝑟 + 𝑢 + (1 − 2𝑟)𝑢 + r − 𝑢 ,   (2a) 

𝑐 =  + 𝑐 + (1 − 2)𝑐 +  − 𝑢 𝑐 ,    (2b) 

3. Numerical Simulation and Results Discussions 
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Figure 3.1:Convergence of Relative Error for explicit centered difference scheme 

4. Selection of Numerical values of parameters for the solution of CDE 

 
Figure 4.1: Solution of CDE by FTBSCS at different time with = 0.01 m2/sand D = 0.001 m2/s. 

 
Figure 4.2: Solution of CDE by FTCS at different time with = 0.01 m2/s and D = 0.01 m2/s 

5. Conclusion 

In figure 3.1, the error is decreasing with respect to the smaller discretized parameters, Δt and Δx, which shows a very 

good rate of convergence of our scheme. In figures 4.1, 4.2, we have presented numerical solutions of CDE for both 

the schemes by using artificial values of the parameters. 
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Extended Abstract 

Now in competitive market the pressure is increasing rapidly to the organizations to determine the better ways to deliver goods to 

the customers. For this reason different organizations want to deliver products in time to the customers in a cost effective way and 

thus market becomes competitive. We are to send and receive goods and services as essential components in every stage of our 

daily life which is an ongoing process of modern civilization. But it is required to do these jobs in affordable transportation cost in 

expected time. It is used of the mathematical model (Transportation Model) that can identify easily and efficiently plan out its 

transportation, so that it can minimize the cost of transporting goods and services by reaching the goods at services at the right 

place. It is built up the transportation networks in order to save transportation cost, so that the market prices of daily commodities 

remain affordable. Also the managerial works of manufacturing company are influenced by scheduling the right allocation of raw 

materials and machines in producing the right amount of products which are essential for optimal profit. 

Body of the Extended Abstract:The real life problems may be put in mathematical format other than Linear 
Programming procedure but we observe that the Linear Programming format is easier which provides a simple and 
compact way of expression. The objective of Transportation Problem (TP) is to determine the shipping schedule that   
minimizes the total transportation cost and time, while satisfying the demand and supply limits. Main contribution of 
this research work is the development of new transportation algorithm which influences the field of research on 
Transportation Problem. The Simplex method is not suitable for the Transportation Problem especially for large Scale 
transportation problem due to its special structure of the model and it becomes complexity.Several methods are 
available to determine the IBFS. The well-known methods are North-West corner method, Matrix minima method, 
Row minima method, Column minima method, NMD method, Extremum difference method for transportation. The 
initial solution obtained by Vogel’s Approximation Method (VAM)is appreciated. It has already superseded all other 
conventional methods. The problems which are not provided optimum solution directly with the help of VAM that 
require other algorithms which can give optimal solution for those problems and also obtain better IBFS than other 
methods.  For this reason, it is tried to construct algorithms to find IBFS of transportation problems.  
 The new algorithm in order to solve the Transportation Problem through operations on a moderate Transportation 
Table (TT) called Average Cost Difference Table (ACDT) are developed, after that it is calculated the Decision 
Making Indicators in this work, which are the average of the entries of ACDT. The algorithms are illustrated with 
examples in order to justify their efficiencies. These developed algorithms are applied in this research work in order to 
obtain IBFS of TP. These solutions ensure the transportation of goods in minimum transportation cost. Also we have 
tested the efficiency of the proposed methodwhich is coded using Python. Using this code twenty sample 
transportation problem of different size, selected at random from some reputed peer reviewed journals are solved to 
verify the code.  We compare the result and calculate the Average Relative Deviation(ARD), Following formulas are 
to be used for the comparison. 

  ARD = 
N

i

iRD
N

)(
1

               And RD(i) = 
OBFSCOST

OBFSCostIBFECost   ,    i= 1,2,3, ---,    ---,   ---,  N  

ARD= Average Relative Deviation of the given method,RD= Relative Deviation of the i-th problem for the given 

method, N= The number of problem-instances over which the average is compared, IBFS = Initial Basic Feasible 

Solution, OBFS= Optimal Basic Feasible Solution.which indicates the average performance of various techniques  

Co-efficient of Average Relative Deviation 

ofvarious techniques 
No. of Optimum Solution of various Techniques 
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with respect to the optimal solution. We also represent the Average Relative Deviation (ARD) of various methods 

including proposed method by graphically. According to the results of twenty sample shown the proposed method  

performsbetter than all other techniques.proposed(ARD is 0.01878575), VAM  ( ARD is 0.0436576 ),NWCM (ARD 

is 0.31628665), RMM (ARD is 0.09796895),CMM (ARD is 0.1317516) over the number of problem instances, the 

proposed method give lowest results among all techniques considered in this article. 

 

 

  

 

 

 

Conclusion: From this research work, it is observed that proposed algorithms provide comparatively better solutions. 

Further, it helps the manager of manufacturing company to arrange the production schedule that maximizes the profit. 

Experimental results exhibit that in some cases proposed algorithm provide near optimal solutions and it takes fewer 

iterations to reach the optimal solutions. In some cases itprovides optimal solution directly. 
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Predator-prey models are arguably the building blocks of the ecosystem.
diffusion system of equations model to understand the mechanism of an irregular behavior of predator and prey. We investigate

the existence of periodic traveling waves for the proposed model via the softwa
saturation constant (𝑘) in the hyperbolic functional response we study the numerical existence and stability of the periodic 

traveling waves(wavetrains) in the model. A key feature of our work is to divide the pa
region through a stability boundary of Eckhaus type. We calculate the essential spectra of wavetrains to understand the stabi

the waves. We also focus on the bifurcation analysis of this model. The episodic
solutions cross the stability boundary

Keywords : Reaction-diffusion equations, half –
A periodic traveling wave (PTW) is a periodic function of one
Periodic waves occur in a wide variety of ecological systems, in an addition to cyclic population dynamics in ecology
In a predator-prey interaction, intake of fundamental nutrients by plants and food by ani
a hyperbolic function of the resource. In these relationships, the half
which half of the maximum intake is reached determines the outcome of models and contributes to exp
strategies of species [1]. 

We study the predator-prey interaction model

 ∂u

∂t
= eδ

∂v

∂t
= e

Where𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡) denote prey and predator densities respectively, 
respectively,𝜇 is the death rate of predator,
coefficients and 𝑘 represents the half-saturation constant in the hyperbolic functional response. We consider 
free parameter.In this work, a periodic traveling wave (PTW) continu
the existence and stability of PTW solutions, calculate the es
0 < 𝑘 < 0.5, for 𝑘, has been chosen. The values on the parameter plane imply the periods of the PTW solutions of a 
given point of the wave speed, 𝑐 and the control parameter 
parameter𝑘 and the wave speed𝑐.  The triangles on the parameter plane imply that there is no PTW on that point.
also found the existence of stable and unstable peri

fixed 

at a 
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Abstract 

prey models are arguably the building blocks of the ecosystem. In this work, we consider a two
diffusion system of equations model to understand the mechanism of an irregular behavior of predator and prey. We investigate

the existence of periodic traveling waves for the proposed model via the software package WAVETRAIN. By changing the half
) in the hyperbolic functional response we study the numerical existence and stability of the periodic 

traveling waves(wavetrains) in the model. A key feature of our work is to divide the parameter plane into the stable and unstable 
region through a stability boundary of Eckhaus type. We calculate the essential spectra of wavetrains to understand the stabi

the waves. We also focus on the bifurcation analysis of this model. The episodic act of predator and prey is traced when the 
solutions cross the stability boundary. 

–saturation constant,Eckhausstability, bifurcation analysis
A periodic traveling wave (PTW) is a periodic function of one-dimensional space that moves with constant speed. 
Periodic waves occur in a wide variety of ecological systems, in an addition to cyclic population dynamics in ecology

ntake of fundamental nutrients by plants and food by animals is often considered to be 
a hyperbolic function of the resource. In these relationships, the half-saturation constant i.e. the resource availability at 
which half of the maximum intake is reached determines the outcome of models and contributes to exp

prey interaction model [2] in non-dimension form is as follows: 

δ ∂ u

∂x
+ u(1 − u) −

uv

u + k
, 

δ ∂ v

∂x
+

suv

u + k
− μv ,           

denote prey and predator densities respectively, 𝑥 and 𝑡 are the space and time coordinates 
is the death rate of predator, 𝑠 denotes the predator-prey conversion rate and,𝑒

saturation constant in the hyperbolic functional response. We consider 
In this work, a periodic traveling wave (PTW) continuation package WAVETRAIN [3

the existence and stability of PTW solutions, calculate the essential spectra and draw bifurcation diagram.
has been chosen. The values on the parameter plane imply the periods of the PTW solutions of a 

and the control parameter 𝑘.PTW solutions of (1) as a function of the control 
The triangles on the parameter plane imply that there is no PTW on that point.

he existence of stable and unstable periodic traveling waves regions. And lastly we display the bifurca
diagram of (1) with 
wave speed 
function of the 
parameter 
homoclinic solution

(a) (b)

component predator-prey                 

In this work, we consider a two-variable reaction-
diffusion system of equations model to understand the mechanism of an irregular behavior of predator and prey. We investigate 

re package WAVETRAIN. By changing the half-
) in the hyperbolic functional response we study the numerical existence and stability of the periodic 

rameter plane into the stable and unstable 
region through a stability boundary of Eckhaus type. We calculate the essential spectra of wavetrains to understand the stability of 

act of predator and prey is traced when the 

saturation constant,Eckhausstability, bifurcation analysis. 
mensional space that moves with constant speed. 

Periodic waves occur in a wide variety of ecological systems, in an addition to cyclic population dynamics in ecology. 
mals is often considered to be 

saturation constant i.e. the resource availability at 
which half of the maximum intake is reached determines the outcome of models and contributes to explaining the life-
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are the space and time coordinates 
and 𝑒  are diffusion 

saturation constant in the hyperbolic functional response. We consider 𝑘 as a 
ation package WAVETRAIN [3] is used to find 

sential spectra and draw bifurcation diagram.The range 
has been chosen. The values on the parameter plane imply the periods of the PTW solutions of a 

function of the control 
The triangles on the parameter plane imply that there is no PTW on that point.We 

. And lastly we display the bifurcation 
diagram of (1) with 
wave speed 𝑐 = 8 as a 
function of the 
parameter 𝑘which ends 
homoclinic solution [4]. 

(b) 



 

 
 
 
 
 
 
 
 
 
Figure 1: 
wave 
function 
 
 
the wave speed 𝑐. The  other parameter values 
𝑘 = 0.2 and the wave speed 𝑐 = 0.8. (b) Existence and stability of PTWs of
the wave speed 𝑐 on the 10 × 10 grid in the parameter plane:     
indicates the existence of  a stable PTW;      
type of stability boundary between stable and unstable PTWs. The gray lines are the loci of the PTWs with constant 
periods. The red line denotes the hopf bifurcation. (c)
diagram of our proposed model with fixed wave speed 
The other parameters are the same as in (a) .
We have studied a two-component reaction
mechanism of irregular behavior of predator and prey. We found the existence of PTWs for the model as a function of 
the half-saturation constant (𝑘) in the hyperbolic functional response. We have also studied the stability of the 
wavetrains in the model by the calculation of essential spec
the ecosystem. Our results show that if one of them (predator or prey)is absent in a particular ecological system, then 
an imbalance or unstable situation will occur.
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Abstract 
This work is concerned with the modeling of predator-prey interaction in order to understand the mechanism of the stability 
behaviour of the periodic traveling wave solutions which is a two-variable reaction-diffusion system of equations model. We 

study the numerical existence and stability of the periodic traveling waves (wavetrains) in the model. A key feature of our study is 
subdivided the parameter plane into the stable and unstable region through a stability boundary. We calculate essential spectra of 

the wavetrains to understand the stability of the waves. The irregular pattern of predator and prey is found to occur when the 
solutions cross the stability boundary. 

Keywords: Reaction-diffusion equation, predator-prey model, periodic traveling wave, existence, stability. 
1. Introduction 
A predator is an embodied soul that eats another embodied soul. The prey is the creature which the predator eats. Such 
examples of predator and prey are lion and zebra, bear and fish fox and rabbit.The long attention has been captured by 
ecologists in the interactions between Predator and prey and for good reasons. From the foundations of modern 
ecology, predator-prey interactions can be traced out into interest. Predator-prey dynamics also continue to be of 
interest to applied mathematicians. This was one of the first predictions from mathematical modeling in ecology [1], 
[5], and a large volume of theoretical modeling has been confirmed, and by a number of experimental studies [2]. 
2. Model and method of computation 
Our work is devoted to a two-component reaction-diffusion system which a spatiotemporal model of predator-prey 
type interaction. The fundamental reaction kinetics for this interaction model [3] is the classical Rosenzweig-
MacArthur formulation and the model is 

𝜕𝑢

𝜕𝑡
= 𝑑

𝜕 𝑢

𝜕𝑥
+ 𝑢(1 − 𝑢) − 

𝛼𝑢𝑣

𝛽 + 𝑢
 

(1) 
𝜕𝑣

𝜕𝑡
=

𝜕 𝑣

𝜕𝑥
+  

𝛼𝑢𝑣

𝛽 + 𝑢
−  𝛿𝑣 

Where𝑢 is the population density of prey and 𝑣 denotes the predator population density.In terms of the dimensionless 
parameters, 𝛼 is the consumption rate of prey by the predators, 𝛽 is the half-saturation constant, and 𝛿 is the death rate 
of predators. 
First, we convert the non-linear PDEs into linear PDEs, and then we shift the linearized PDE in linearized ODEs then 
with help of eigenfunctions we finally calculate the stability of (1). We also study the bifurcation analysis of the 
solution. To do this work we used computer-based continuation package WAVETRAIN [4]. 
3. Results and discussion 
To linearized non-linear PDEs into linear PDEs, we use a wave coordinate 𝑧 = 𝑥 − 𝑐𝑡. Where 𝑥is the space coordinate 
and 𝑐 is the time coordinate respectively. The existence of periodic traveling wave is shown in Figure 1 and in Figure 
2the exact period of the wavementioned. We also analyze the stable and unstable region of (1)in the existence area of 
periodic traveling waves in order to understand the irregular behavior of the interactions between two species, which 
is our main findings of this work. 
 
 

Table 1: Typical value for the parameters in (1) 
Parameters 𝛼 𝛽 𝛿 𝑑 
Values 1.8 0.4 0.6 0.05 

 
 

Table 1 show the values of the parameters which are used in order to understand the mechanism of stability. 
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Figure 1: The existence of the periodic traveling wave 
solutions of (1) The other parameters are the same as those 
in Table 1. The symbols and values show the results on the 
10 × 10 grid in the parameter plane:     &      indicates that 
there is no PTW exist at that point. The values on the 
parameter plane indicate the periods of the periods of the 
PTW solutions of a given point of 𝛼 and 𝑐.  

 Figure 2: A periodic traveling wave solution(1) 
as afunction of the parameter  𝛼 and the wave 
speed 𝑐. The other parameters are 𝑑 = 0.05, 𝛽 =
0.40 𝑎𝑛𝑑 𝛿 = 0.60. the parame-ter 𝛼 = 1.55 and 
wave speed 𝑐 = 15. The period of the wave 
is= 192.9. 
 

4. Concluding remarks 
First, we have studied essential mathematical biology to clear the basic idea about the predator-prey system 
throughout the literature review. We have studied a model based on the Rosenzweig-MacArthur formulation for the 
predator-prey system. By analyzing the stability we observe that in the considered model the PTWs changes their 
stability by a stability change Eckhaus type. We also calculate Eckhaus type stability boundary between stable and 
unstable PTWs. 
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Abstract 
This paper presentsa modeltransforming existing Mouza Maps of land management of Bangladesh to a database 
by applying modified polar coordinates. It will cover whole country in a single sheet and will provide facility as 
like as balam book (prescribed register for land record). The model will be user friendly for general mass for 
identifying perimeter of their piece of land with the help of compass and measurement tap only with out taking 
help from others. Also there will be scope for real time updating land records by using ICT through existing 
facilities. Moreover, the model will reduce land related conflicts by ensuring transparency and accountability in 
land management of the country.   

1.  Background Statement.Bangladesh is one of the densely populated countries in the world. Most of the people of 
the country live in rural areas and their livelihood basically depends on land. The establishment of ownership rights 
i.e. Records of Right (RoR) and identification of location and perimeter of a piece of land according to mouzamap 
which covers usually one village or part of an area is an important factor for socioeconomic development of the 
country. Land owners are to depend on surveyor or any other means to identify location especially boundary of a piece 
of land. On the other hand, some times they are to visit Union Tahsil Office/AC Land Office/District Records Room 
which is not so easy for them particularly general mass to get required information in time without wasting time. On 
the other hand, numerous government policies and legislative efforts have been taken to minimize these sorts of 
sufferings since 1950. Box 1 is one of such initiatives. 

Box 1: 

 

 

 

But different studies found that people of the country yet to get full benefits out of it. For example- fake ownership of 
lands which  creates a large number of criminal activities for which affected people spent around taka 2,520crore 
yearly. Proper ROR and easy access to available information regarding RoRmay prevent illegal takeover of the land.  
2. Model Formulation and Application:   The following steps are taken to transform paper based map to digital 
map i.e. storing existing information of Mouza map into a database: 
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2.1   Polar Coordinates are the points whichdescribe location of a point on a plane denoted by (r, θ) where r is the 
distance from the point to the origin and θ is the angle measured counter clockwise from the polar axis to the segment 
connecting the point from the origin (box 2).  In this study, modified polar coordinates is described in line with polar 
coordinates and denoted by (r, θ) where θ is measured clock wise from map north line (box 2). Using this modified 
polar coordinates, at first, we selected the left-bottom corner of a mouza map which is termed as Start Point (SP) or 
Initial Points (IP) or P0 of a particular piece of land on the existing paper based map i.e. map sheet. For example A is 
the SP of plot 24 or dagg 24 (illustration 1): 
 

 

Box 2 

  

 

 

2.2  Weshall trace straight lines along the boundary of the plot 24as many as possible(illustration 1). We shall start 
from A and return to A keeping the direction A to B; B to C); C to D; D to E; E to A with a view to fulfilling the 
following data sheet with help of divider, particular scale and service protector (Illustration 1) which is as like as 
existing ledger records of land. Integration National Identity Card with the existing paper based can prevent illegal 
transfer of land.  

Illustration 1 

 

Plot 
No 

A to B 
 

B to C C to D D to E E to A Total land 

24 (19.5, 100) (15, 85) (36, 13) (24, 277)  (36, 24) 11.86 Acre 
356 - - - - - - 
25 - - - - - - 
- - - - - - - 
- - - - - - - 

 

 
3.     Conclusion.    To provide up-to-date khatianrecords to the citizens and ensuring availability information on the 
finger tips. Digitalization of land records could be one of the solutions. Therefore, integration of different 
organizations which are involved in land management need to be connected each other to get benefits from the model. 
The proposed model may ensure the existing paper-based land records to digital form which will be reasonable reach 
of the citizens to find up-to-date information about their RoR. The digital database which will be development in line 
with existing paper based land recordscan be compared as one sheet of existing paper-based map. The database will 
serve the purposes bothmouza map and RoRand will facilitate real time information.  
 
Reference: 
[1]http://www.acland-sadarctg.gov.bd/ access on 18 October 2017. 
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Stochastic approximations of Fredholm Volterra Integro-differential equation 
arising inmathematical neuroscience 

M. Rahman 

Department of Mathematics and Statistics, University of North Florida, 1 UNF Drive, 
Jacksonville, Florida 32224. 

 
Abstract.  

This paper extends the results of synaptically generated wave prop- agation through a network 
of connected excitatory neurons to a continuous model, defined by a Fredholm Volterra 
integro-differential equation, which in- cludes memory effects of the past as well as parametric 
noise in the system. Stochasticapproximationandnumericalsimulationsarediscussed. 

 

1 Body of the ExtendedAbstract 

Let’sconsidercontinuumofVoltageControlOscillatorNetworks(VCONs)that 
arecoupledbysomeconnectionscheme,whichincludessomeparametricnoise. Let θ(s, t) R 
denotes the phase at location s R. Then we have the following continuous perturbed 
model(withnoise) 

θ̇α(s,t)=1+cosθ(s,t)+F(t) 
( ∫ ) 

 ∫t ′ ′ 
∞

 ′   ˙  ′  ′ ′ ′ 


θα

 
+µ 

0 

(s, 0) =g(s), 

K(t−t,y(t/ϵ)) k(s−s)θ(s,t)ds 
−∞ 

dt 
 

(1.1) 
−∞ ≤ s ≤ ∞, t ≤ 0 with a given smooth function f and and initial function g. 

• The kernel K(t, ξ) is definedby 
 

1 
K(t, ξ) = A(ξ) 

α 

e
−1t,

 

where A(ξ) = ξ. In applications ξ = y(t/ϵ) and ϵ <<1 is a small pa- rameter. It 
measures the ratio of time scales between noise(fast) and the system response. 

wher
e 
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√ −

√ 
 ̃

˜

 
 
 

• Thestrengthoftheconnectionisdefinedby 

1 s2 
 

k(s)=  e σ2 

2πσ2 

• F (t) is the forcingfunction. 

0 < µ <<1 is small, represents dimensionless parameter, reflecting the strength of 
connection between neurons. 

It is shown that the solution can be expanded using Law of Large numbers 

andthecentralLimittheorem:Inparticular,andingeneralθα=θ̄α+ϵθα+ o(ϵ),whereθ̄αis 
thesolutionoftheaveragedequationoftheaboveconvolution equation. 

 
2 Discussions 

The method for Fredholm Volterra Systems with with parametric noise can be used to 
analyze aspects of the network in (1.1).  The result of the analysis is 

anapproximationoftheformθα=θ̄α+
√

ϵθα+o(ϵ).Thiscanbeusedtoto 
evaluate the impact of parametric noise on the neural network. 
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 Abstract 

The problem of finding eigenvalues and eigenfunctions and studying their behaviour plays a crucial role in modern 
mathematics and engineering. In this work we compute the eigenvalues of general linear second, fourth and sixth order 
Sturm-Liouville problems. We utilize the technique of weighted residual collocation with Gauss-Lobatto nodes exploiting 
polynomial basis functions. We use Bernstein piecewise polynomials over [0, 1] as trial functions. Precise matrix formulation 
of the boundary conditions is derived for solving the eigenvalue problems. The approximate eigenvalues are compared with 
the exact results and also compared with the relevant studies by some authors.Numerical estimations reveal that the present 
scheme is much efficient and accurate. 
Introduction  
Many researchers studied a large number of second and fourth order Sturm Liouville eigenvalue problems 
utilizing diversified numerical techniques. But a few numerical methods are accessible in literature for higher 
order Sturm Liouville eigenvalue problems using some special techniques.The second and fourth order Sturm-
Liouville problems are more recurrentlyavailable in the literature utilizing various types of discretization method.  
Several analytical and numerical techniques have been attempted to attain the superior accuracy to the 
eigenvalues of higher order differential equations[2,3,5]. Numerical approximations for higher order eigenvalue 
problems are challenging because of the higher order derivatives and boundary conditions involving higher order 
derivatives of the unknown function. Our aim is to develop Bernstein polynomial based collocation method 
usingChebyshev clustered grid points to generate a system of algebraic equation with unknown co-efficient in 
matrix form. 

Methodology 
In this study all the unknown co-efficientare also expressed in terms of known co-efficient of the boundary 
conditions and thus handling boundary conditions is much easier.To comprehend the mathematical formulation 
for the current method we refer [4].For the brevity we have mislaid here. 
Mathematical Formulation: We consider the second order Sturm-Liouville problem  

uxruxq
dx

ud
xp

dx

d
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There is a relation between generalized Bernstein basis polynomials matrix and their derivatives in the form 
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Here the elements of )1()1(  nn matrix )(Q
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q , nji .,,.........3,2,1,0,  is workedout in details in [4]. 

Convergence of Bernstein Collocation method ref. [4] 
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Numerical examples 
We compute the second and fourth order Sturm-Liouville BVP’s (ref. [1], [2]).Allthe computed eigenvalues are 
very close to the results of (refs. [1],[2]).For brevity we only illustrate sixth order eigenvalue problem.  All the 
numerical calculations are carried out using MATLAB 13 by an itel(R) Core(TM) i5-4570 CPU with power 3.20 
GHz CPU, equipped with 8 GB of Ram. 
Example 1: Consider sixth ordereigenvalue problem [3] governing the linear stability provided with the boundary 

conditions given as;    uaxhRauaD
2322

1 





  ; 0)0()0()0(

2  uDuDu ; 

0)1()1()1(
2  uDDuu (4) 

Here,    Ra:=
2

R --- Rayleigh number/eigenvalue,   --- scale parameter and  a --- wave number. 

Table 1: Computational timefor current method versus spectral method [3] and Galerkin method [5] for ex:1 

Conclusions 

It is observed in Table 1that the smallest Rayleigh numbers (Ra), applying or proposed method are very close to 
the results of the refs. [3,5]. Apart from the results,Galerkin methods often exhibit the lowest condition number 
dependence on matrix size and yields fairly accurate results for most of the problems. Since the Collocation 
method accomplishes relatively well-conditioned matrix which reveals that the method is stable.Since the co-
efficient matrices in Collocation methods are sparse and have symmetric banded matrix, which minimize the 
computational effort.Thus we conclude that eigenvalues obtained applying Collocationmethod achieve much 
more accurate results for most of the numerical experiments. 
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N 
 

Ra [3] CPU  
 (s) [3] 

Degreeof 
poly. 

Ra: 
WRG[5] 

     CPU (s)No. of grids 
WRG [5]          Coll. 

 
 

Ra: Bern 
Coll. 

CPCPU (s) 
Bern. Coll. 

4 658.692 16.66 6 658.1283 1.267 30 664.042 3.357 
5 657.668 41.80 7 658.1283 1.303 31 663.652 3.359 
7 657.5219 386.12 9 657.5134 2.069         32  663.218 3.460 
9 657.5129 2679.83 11 657.5134 2.08233  662.712 3.638 

11 657.5127 17834.19 13 657.5133 2.69134  658.537 3.782 
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Abstract:In this paper,the Differential-Transform-Method(DTM) and the Laplace Adomian Decomposition Method 
(LADM) are applied for solving one-species Lotka-Volterra model. For finding the more powerful technique between the 
two methods we compare both DTM And LADM with Exact solution. We also showed the comparison graphically which 

help us to find the more robust technique between the two. 
Keywords: Laplace Adomian Decomposition Method, Differential-Transform-Method, Lotka-Volterra model. 

1. Introduction: 
The Lotka-Volterra equations describe an arbitrary number of ecological competitors (or predator-prey) model 

which is dynamic in nature[2,5].  The model was framed keeping in view the ecological system but gradually 
gained its popularity in the engineering fields.. 

In the concerned field of science and technology, numerous significant physical phenomenons are 
frequently modeled by nonlinear differential equations. Such equations are often stiff or impractical to solve 
analytically. Yet, analytical approximate methods to obtain fairly accurate solutions have gained much significance 
in recent years. There are numerous methods, undertaken to find out approximate solutions to nonlinear problems. 
Laplace Adomian Decomposition method (LADM)[3, 4] and Runge-Kutta-Fehlberg method (RKF) are some 
proven instances. The purpose of this paper is to bring out the analytical expressions of Lotka-Volterra single 
species population and the solution of nonlinear differential equations by using the new approach to Differential 
Transform method (DTM) [1] in an elegant way.  
  
2. Analysis of multispecies Lotka–Volterra equations: 
For n species, we consider the following general Lotka–Volterra model  

= 𝑁 𝑏 − ∑ 𝑎 𝑁 ,i=1, 2, …………….. n.      (1) 

These equations may represent either predator–prey or competition cases. 
2.1 Single species population model: 
In case of one-species, Eq. (1) iswritten for a given limited source of food, 

𝑑𝑁

𝑑𝑡
= 𝑁(𝑏 − 𝑎𝑁), 𝑏 > 0, 𝑎 > 0, 𝑁(0) > 0 

where a and b are positive constants. This equation has an exact solution 

𝑁(𝑡) = ( )

( )

       𝑓𝑜𝑟 𝑏 ≠ 0, 

                  =
𝑁 (𝑡)

1 + 𝑎𝑡𝑁 (𝑡)
         𝑓𝑜𝑟 𝑏 = 0. 

Where𝑁(0) is the initial condition. 
Solving Eq. (1) by LADM yields the following recursive algorithm 

𝑁 = 𝑁(0),   𝑁 (𝑡) = 𝑏𝐿
1

𝑠
𝐿 𝑁 (𝑡) − 𝑎𝐿

1

𝑠
𝐿 𝐴 ,   ,    𝑛 ≥ 0 

where the Adomian Polynomials 𝐴 , are given by 
𝐴 , = ∑ 𝑁 𝑁  . 
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We now solve Eq. (1) byDifferential - Transeform Method(DTM)with the initial condition 𝑁(0) = 0.1 applying 
differential transform,we have 

(𝑘 + 1)𝑁 (𝑘 + 1) = 𝑏𝑁 (𝑘) − 𝑎 𝑁 (𝑟)𝑁 (𝑘 − 𝑟) 

𝑁 (k + 1) =
( )

b𝑁 (k) − 𝑎 ∑ 𝑁 (r)𝑁 (k − r)   .................             (2) 

Where   𝑁 (k) is the differential transform of 𝑁(𝑡). 
3. Results and Discussion:Table 1 shows comparison among the DTM, 3-term LADM and the exact solution for 
the single species in the case b = 1, a = 3 and N(0) = 0.1, h=0.1.  

Table 1: Numerical Comparison when initially we have 𝑵(𝟎) = 𝟎. 𝟏, 𝒂 = 𝟑, 𝒃 = 𝟏. 
 

t  Exact Sol. DTM LADM   EDTMELADM 
(3-iteration) 

0 0.1 0.10000000 0.10000000 0.00E+00 0.00E+00 
1 0.17936718 0.17912667 0.18400000 2.41E-04 -4.63E-03 
2 0.25333471 0.24229333 0.29600000 1.10E-02 -4.27E-02 

      EDTM→ Error term of DTM, ELADM → Error term of LADM. 
 

 
Figure 1: Evaluation between the exact solution 
and the solutions obtained by using LADM and 
DTM methodsfor single species population 
model. 

 
 
4. Conclusions: In this paper, we described the numerical solution of Lotka-Volterra model. Here, we introduced 
two new methods called DTM and LADM for solution of the Lotka-Volterra equation. These methods are 
powerful tool for solving large amount of suchproblems. The numerical solution obtained by using the DTM 
show high accuracy and this is compared with the exact solution (for the single-species case) and the LADM 
solution. So, we can say that, these numerical and graphical results show that the DTM is an accurate and reliable 
numerical technique for the solution of linear and nonlinear population models.  
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Abstract 
Introduction  
Bangladesh is low-lying country and several natural disasters (e.g. storm surge, coastal flood, tide 

etc) frequently occur here (Fig. 1). During these events, Coriolis force, bottom friction force and 

wind stress force have played vital role against these natural disasters. Due to the earth rotation, 

Coriolis force is generated which affects the long waves. Bottom friction force is also played the 

vital role against long wave propagation by dissipating wave energy. Beside of this, wind stress 

force acts on a water surface to contribute the wave generation and causes a forward mass transport. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Surface profile and photo of long wave 
 

Up to date, studies on these topics are very limited, though Hoque and Rahman (2007) developed 

some mathematical calculation considering Coriolis effects and they found the wave amplitude and 

water particle velocity decreases exponentially in the positive y direction of the Northern 

Hemisphere (where f is positive). Dean and Dalrymple (1984) suggested that the bottom friction 

causes the wave breaking resulting surface elevation decrease exponentially. Max-mayfield (2003) 

developed a mathematical model based on wind stress effect. 
 

From the above discussion, it is clear that although some investigations are found based on these 

forces, but none of them did not consider a comparative study. The objective of this study is to 

compare the effects of the mentioning forces theoretically. 
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Theory 
 

Following the long wave theory, we can write the linearized equation of motion in x-direction 
as 

 

x-directed equ.: U fV   g   1 [  ( )  ( h)] (1)
t 

  

zx zx   x    ( h   )     
 

Introducing the definition of Coriolis force, bottom friction force and wind stress force, such 

as, fc2 sin , bkbU2 and scaW2 respectively in Eq. (1), we have found the following equation: 
 

Coriolis’s effect: H e fc
/Ccos(kx   t)      (2)

       

2            
     

A 

        
  

HI 
( )t 

1 
 

A )2t }cos kIx 
 

Firiction’s effect: e  
2
cos{I1 ( (3)   

2    4   I   
 

Wind’s effect:    h1 2Ax h and x   (1  A)(1 10  /Ah
0 ) (4)

   

        

 l l   h0  
 
 
 
 

Conclusions 
  

Surface elevation considering the effects of 
 

Coriolis force, bottom friction force and 
 

wind stress force are presented in Fig. 2. 
 

This results have been calculated based on 
 

Eqs. (2), (3) and (4). Results have been 
 

focused that the surface elevation 
 

decreases with the decreasing of water 
 

depth in the case of bottom friction and 
 

Coriolis’s effect, whereas it increases with 
 

the decreasing of water depth. This 
 

information  might be helpful for the 
 

coastal engineers for further investigation. 
 

 
 
 
 
 
 
 
 
 
 
References 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

h (m)  
 

Fig. 2: Surface elevation vs water depth. 
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Abstract 

Our focus is the classification of error correcting linear codes of length 6 over GF (4). Towards that goal, 
in an earlier paper [1], we investigated the permutational equivalence of self-dual codes of length 6 and 
dimension 3 over GF (4). In this paper we classify over GF(4) the linear codes of length 6 and dimension 
3 having weight 4, denoted conveniently by [6,3,4] codes. 
 
Let )(qGF be the Galois field with q elements where q is a power of prime. A ],[ kn linear code C over 

)(qGF is a k dimensional subspace of nqGF )( , the space of all n tuples with components from

)(qGF . The matrix whose rows are the basis vectors of code C  is called a generator matrix and is 

usually denoted by G . A codeword c is an element of codeC . The weight of a codeword c  is the 
number of non-zero components c  has and is denoted by ).(cwt Theweight of a codeC , denoted by ,d is 

the weight of a non-zero vector of smallest weight in the code C . If d is the weight of a codeC , then C  

can correct 



 


2

1d
t  or fewer errors, and conversely. A ],[ kn linear code with minimum weight d  is 

called a ],,[ dkn code.  
 
Two linear codes over )(qGF are called equivalent [2] if one can be obtained from the other by a 
combination of operations of the following types. 
(a) Permutation of the positions of the code; 
(b) Multiplication of the symbols appearing in a fixed position by a non-zero scalarfrom )(qGF . 
 
It is well known [2] that two nk   matrices generate equivalent linear ],[ kn codes over )(qGF if one 
matrix can be obtained from the other by a sequence of operations of the following types. 
 
(1) Permutation of the rows; 
(2) Multiplication of a row by a non-zero scalar; 
(3) Addition of a scalar multiple of one row to another; 
(4) Permutation of the columns; 
(5) Multiplication of any column by a non-zero scalar. 
 



6
1 

 

If G is a generator matrix of an ],[ kn code, then by performing operations of types (1), (2), (3), (4) and 

(5), G can be transformed to standard form ]|[ AIk ,where kI is the kk  identity matrix and A is the 

)( knk  matrix. 
 
For an understanding of coding theory at a basic level, please consult [2],[3] or [4]. 
 
In this paper, we first show that there are no binary or ternary [6,3,4] linear codes, but there do exist 
quaternary [6,3,4] codes i.e. [6,3,4] codes over GF(4). Moreover, we prove that all these codes are 
equivalent to the code C generated by the generator matrix: 





















1100

1010

111001

G  , where },,1,0{)4( GF .  

 
One easily checks that C is not self dual and a generator matrix of the dual code C is obtained by just 
swapping the 5th and 6th columns of C . Thus C too is a [6,3,4] linear code. 
 
Finally, we compute the weight distribution of C to obtain the following table. 
   

Weight Number of Words 
0 0 

4 45 
6 18 

 
C , being dual to C also has the same distribution. 
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Ignition of non-premixed mixture over a wedge 
 

Salaika Parvin, Nepal C. Roy 
 
Department of Mathematics, University of Dhaka, Dhaka 1000, Bangladesh 
 

Abstract 
Ignition of non-premixed boundary layer flows over a wedge type porous wall with fuel injection is analyzed 

mathematically and numerically. This ignition criterion depends on some relevant system parameters such as The 

Prandtl number, Pr, and Schmidt number, Sc, the wedge angle, surface temperature. Finally the relationship between 

ignition and the relevant system parameters is observed. 

 
Introduction 
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Ignition within wall-bounded boundary-layer flows has become more popular because the research of this 
area is related to both fundamental combustion phenomena on the academic side and the development of 
industrial combustors on the workable side.  

Sheu and Lin [1] investigated the ignition illusion for, non-catalytic, wedge-type boundary-layer flow. 
The obvious criterion of ignition was defined in terms of relevant Damköhler number, which depends on 
the wedge angle and on the other properties of the gas flow. Law [2] examined stagnation point flow 
where ignition occurs simultaneously over the entire wall when wall temperature exceeds a critical value 
determined by relevant system parameters. This critical wall temperature was considered as a minimum 
ignition temperature at the wall in the stagnation point flow. 

In this present work, the ignition phenomena of non-premixed mixture under mixed convection are 
systematically investigated for various wall temperatures and Prandtl numbers against the wedge angles. 
Now using the required transformations the dimensionless governing equations for the wedge-type 
boundary-layer flows are 
  

     21 1 2
f f

f r ff s r f f r f
s s

 
               

 (5)

   1 2Pr 1 1
f

r f s r f s Da
s s
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where pc T q  , O Oy Y  , F Fy Y , 
1 O aF nnn

F Oy y e      , where σ is mass stoichiometric ratio 

O O FW W   and a pc E Rq   . The prime here denotes differentiation with respect to η. Also s and 

η is the dimensionless streamwise coordinate and transverse coordinate respectively which are defined as 
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 ,mwis the injected mass flux, n is the total order of 

reaction  F On n n  . According to the theory of potential flow [3] the relation between wedge angle k 

and ris  2 1k r r  . The velocity of the outer potential flow 
ru Ux  .The Prandtl number, Pr, and 

Schmidt number, Sci,are defined respectively as Pr pc  , Sc D   and Da is the Damköhler 

number which is given  
1 1
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4
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The boundary conditions are 
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Results and discussion 
Figure 1(a) indicates the influence of the wedge angle (k <1) on the ignition distance, xI. Result shows 
that the ignition distance is a function of the wedge angle for varied wall temperature which increases as 
the wall temperature decrease.  
The effects of the Prandtl number on the ignition distances are presented in Figure 1(b). Here ignition 
distances decrease with the increase of the Prandtl number and increase with the wedge angle. 
 

 
Figure 1: The ignition distance versus the wedge angle for varied (a) wall temperature and (b) Prandtl 
number. 
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Abstract 

A large eddy simulation (LES) is performed in a plane turbulent channel flow by approximating the near wall region 
using differential equation wall model (DEWM) and algebraic wall model (AWM). Essential turbulence statistics 
from the LES with DEWM (LES-DEWM) and LES with AWM (LES-AWM) approaches are calculated and 
compared with direct numerical simulation (DNS) data. Comparing the results throughout the calculation domain we 
have found that the results based on LES-DEWM approach show closer agreement with the DNS results. Flow 
structures in the computed flow field for both the approximations are discussed through the contour plots and iso-
surfaces. 
Keywords: Large eddy simulation, differential equation wall model, algebraic wall model.  
1.  Introduction 
In recent years, with the development of the technique of numerical simulation LES has been 
demonstrated to be an useful research tool for understanding the physics of turbulence than DNS [1]. One 
approach in LES for the wall-bounded flows is to model the near-wall dynamics by wall stress models, 
e.g. Algebraic wall model [2], differential equation wall model [3]. The main advantage of using such a 
model is to reduce the computational cost.  
2.  Equations of Fluid Flow 
The governing equations of LES for an incompressible plane turbulent channel flow are the filtered 
Navier-Stokes and continuity equations given as 
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where the index i, j = 1, 2, 3 refers to the x, y and z directions respectively. ijτ is subgrid scale Reynolds 

stress that needs to be modeled. The most popular subgrid scale model is the Smagorinsky model. 

According to this model ijSij Sντ 2=- , where, ( ) S.C=ν 2
Ss Δ . CS is the Smagorinsky constant, 

  3/1zyx  is the filter widthand ijSijSS 2  represents the magnitude of strain rate.  

3.   Numerical Methods 
The governing equations of LES are solved by using the third order low-storage explicit Runge-Kutta 
method in time and the second order finite difference formulation in space. 
4.   Computational Parameters 
The computational domain is δδ2δ2 π××π  and the domain is discretized by 32×20×32  grid points 
in the streamwise, wall normal and spanwise directions, respectively. The LES is performed at a Reynolds 
number Reτ = 590. In the LES-DEWM approach the value of the CS is 0.1, but in the LES-AWM 
approximation it is 0.065.  
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5. Wall Models 
In this study, the near wall region is approximated by DEWM and AWM. 
5.1. DEWM 
In this model the governing equations for horizontal velocity components Ui (i =1, 3) are [3]: 
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              (4) where the index 1, 2, 3 refers to the streamwise, wall normal 
and spanwise directions respectively. νTis the turbulent eddy viscosity thatcan be obtained from a RANS 
type model[3]. 
5.2. AWM 
In the LES-AWM approach, the AWM given by Spalding [2] whose special form is  

          ]24621exp[
43   uκ-uκ-uκ--uκAuufy                                                    (5) 

where, ( ) 5.5=and4.0=,1108.0== BκBκexpA - .  

6. Results and Discussions 
6.1. Turbulence Statistics 
In this section we discuss some essential turbulence statistics of the computed flow field and compare 
these statistics with the DNS data of Moser etal. [4]. 

 
Fig. 1: Mean velocity profiles.                      Fig. 2: Reynolds stress profiles. 
6.2.Flow Structures  

 
Fig. 3: Contours of streamwise velocity profiles for (a) LES-DEWM, and (b) LES-AWM approaches. 
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Fig. 4: Iso-surfaces of the second invariant (Q = 5) for (a) LES-DEWM, and (b) LES-AWM approaches. 

7. Conclusion 
The AWM lead to a significant reduction in the number of computational cells in LES. But, the DEWM 
can capture the effects of near wall structures more accurately. 
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Abstract 
 
Trade can be thought as an engine of economic development of a country. It is very essential for small 
countries like Bangladesh and in the era of global integration. As the title implies, this research work 
highlighted the role of Bangladesh in World Trade Network [1] [5] over a 19 year period (1995-2013) and a 
comparison is done with rest of the world. For this purpose we’ve used the world trade data [3] of 9 products 
named all commodity, animal, beverage, chemical, crude oil, food, mineral, machinery, and manufacture as 
our discussion. After this data [3] processing our sample contains 170 countries that are related with trade by 
the medium of import & export with Bangladesh. For each country and year, data report trade flows in current 
U.S. dollars. In this research work, we do not filter our trade relations by their value nor do we weight them by 
size of the exporter or importer. We attempt to preserve network’s features (made from adjacency matrix for 
import and export values between two countries) by acknowledging the importance of establishing trade 
linkages between countries irrespective of their size.  
 

                     

      BD    India    China    Japan   
                     
                     
          

  BD    0    1    0    1   
                     

  India    1    0    1    1   
                     

  China    0    1    0    1   
                     

  Japan    1    1    1    0   
                      

Here we’ve mentioned a network that means an 5 × 5 order matrix. The property of adjacency matrix is applied to it. As for example, if there is a trade link between any two countries (BD, India, China, japan) 
then we’ve set 1& if not then 0. 

The degree [2] is calculated from the formulae; = ∑ ≠  

   1 ̃ ̃  

Trade value [2] is obtained from  = 2 (   + )

Clustering co-efficient [2] is determined from = 2  /  (  − 1) 

 
We’ve investigated the degree & trade value [2] annually. We’ve determined the change of clustering co-
efficient [2] (interaction between those countries that trade with Bangladesh) & then compare with rest of 
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the world. The investigation is done by using power law, network techniques and hierarchical approach. 
The results are represented graphically. This work is done by using MATLAB programming.  
 
 
 
 
 
 
 
 
 

 
Fig - 1: Degree of the products of all commodity. 

 
By analyzing the International trade network we can say that, the degree of the product of all commodity in 1995 was 
around 110 for both import & export. After a little increment, a sharp fall was observed in 1999 due to the effect of flood 
where export (around 95) became smaller than the import (around 120). Though the degree [2] sharply increase in the next 
year. After that the degree fluctuates up to 2011. Due to market crash & political unrest & violence a sharp transition was 
noticed in 2012 & in the next year a slight increment was noticed. As like as, observing the degrees for all types of products 
of our discussion we’ve noticed that, the dynamic increase of degree except a sharp fall in 1999 and 2013 i.e. the 
interactions of Bangladesh with other countries is growing. Through natural disaster, political crisis, global financial crisis 
the trade value for all of types of products of our discussion are noticed to increase, very often it is seen to fluctuate. But a 
great fall occurred in 1999 due to the effect of flood of 1998 & a significant increment was observed in 2011 but the reason 
is unknown. By analyzing the trade values for all types of products of our discussion we can say that, their trade values[2] 
were increasing year to year but in case of the products of animal, mineral & beverage the no. did not increase so much as 
like as all others products of our discussion. By calculating the clustering coefficient of Bangladesh for all types of products 
we’ve found that the clustering coefficient sharply increased in 1999 and 2012 which indicates that the interactions of those 
countries that Bangladesh trade increases. We then construct minimum spanning tree from trade matrix and found that, in 
case of the products of crude oil & mineral the exponent has low degree, whereas, for the products of animal, chemical & 
food the exponent having higher degree. In WTN [5](World Trade Network) the higher degrees nodes (countries) maintains 
the trade uniformly, while the lower degrees nodes are maintained by a specific number of nodes. This implies that, degree 
distribution [4] are not equal for all products. This implies the unequal trade among the countries for some products. 
 
Here we’ve mentioned only 1 fig. The discussion will be enhanced by mentioning specific fig. for specific products in 
their discussions in our final paper. This kind of analysis helped us to know the position of Bangladesh in world trade. 
In world trade, the total products are more than 800.We only analyze the 9 major products. In future, we will analyze 
all products. One nation can develop by improving the quality of product. e.g. South Korea, Columbia. We will 
identify the products which quality should be increased to develop our nation.  
Keywords: Degree, clustering co-efficient, power law, graph theory, network technique.  
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Abstract 

Infectious diseases have a dangerous effect in day to day life. The inhabitants of developing countries like Bangladesh have to 

suffer a lot for these infectious diseases which has become a great problem nowadays. If we want to get rid of this problem, we 

have to prevent such diseases at primary level. It is possible only when we can have enough scopes to increase consciousness 

among general people. The most concise and easy way to prevent such diseases at primary stage is to take the help of media which 

can make people aware. There have other alternative ways to control those situations but media is the first to reach in any area 

whether it is rural or urban and can increase awareness among the general population. The aim of this paper is to propose a 

dynamic model of such emerging infectious diseases where media can play a crucial role as a control variable. In this study, it has 

been investigated that media awareness helps to control people from being infected. The model has been analyzed analytically to 

test the validity of its well-posedness and then the analytical results have been verified with the numerical simulations for long 

term behavior of the diseases. Our findings show the importance of media in controlling such epidemiology of infectious diseases.  

------------------------------------------------------------------------------------------------------------------------------------- 

Introduction : Nowadays infectious diseases are emerging rapidly which cause a great loss both for human and 

animal lives as well as large costs to the society. The most common examples of infectious diseases are HIV [1], 

Influenza (flu) [4], Dengue fever [5], Nipah fever [3], Tuberculosis etc.Recently, chikungunya has become a major 

threat to public health.People have to face some negative circumstances for these infectious diseases as vaccines are 

not available on right time. This situation hampers the progression of our economic condition and inhibits the 

prosperity of human life. For improving these circumstances in a succinct way, media awareness is the most favorable 

medium. The outbreak of an infectious disease can be controlled primarily by raising awareness among people 

through mass media and social networks until a particular vaccine is produced for that disease. Keeping this idea, we 

have formulated a model to control several infectious diseases and minimize the number of infected population. 

Mathematical Model : The total number of population )(tN is divided into five compartments i.e. the susceptible 
population ),(tS the exposed population ),(tE the infected population ),(tI the recovered population )(tR  and after 
considering Media compartment )(tM  as a control function, we get an additional compartment of conscious 

population )(tC  who always stay away from the contact of the diseases. By this, we get a system of nonlinear 

ordinary differential equations containing
dt

dC

dt

dM

dt

dR

dt

dI

dt

dE

dt

dS
and,,,, where the total population

).()()()()()( tCtRtItEtStN  As this is an extended abstract which requires a short description, we discuss 
here only about two compartments i.e. the infected population compartment and media awareness compartment.  

And the equations for these two compartments are qMI
dt

dM
IdIIE

dt

dI
  and where  is the 

infection rate, parameters d and  denote the disease induced death rate and natural death rate respectively whereas   

represents the recovery rate from disease.The parameters qm and, represent the rate of news collection from 
infectives, publicity rate of media awareness programs and the depletion rate of those programs due to ineffectiveness 
and social problems respectively. 
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Mathematical Analysis : By performing analytical calculations, we have found the equilibrium point and basic 

reproduction number for our desired model. The disease free equilibrium point is   







 0,0,0,0,0,,,,,,


b

CMRIES  

whereas the basic reproduction number is   





d

S
R . Based on this basic reproduction number, we have 

performed the stability analysis at disease free equilibrium point and finally able to conclude that the disease free 
equilibrium point is locally asymptotically stable if 1R and unstable if 1R . 
Numerical Simulations : We have solved the model numerically and obtained the following graphs which show the 
dynamics of infectious diseases and role of media awareness. 

 
Results and Discussions : From Figure 1, we can see that the number of infected population is decreasing when we 
increase the value of media parameter (m). At the same time, Figure 2 represents the control function or media 
awareness programs for different values of news collection rate (σ). Therefore, any kind of infectious situation is 
possible to control by implementing more and more awareness programs. 
 

Conclusions : We have introduced a general model for all kinds of infectious diseases which shows that awareness 
programs helps to reduce the number of infected population and increase the number of conscious population. Our 
model will play an important role by raising consciousness among general people. This model may also help to reduce 
the panic until proper vaccination is prepared. 
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Abstract 
In this paper, we have discussed the finite difference methods (FDMs) for the valuation of European put options. We 
have mainly focused on the Implicit finite difference method (IFDM) and Crank-Nicolson finite difference method 
(CNFDM). Both these techniques are used to discretized Black-Scholes (B-S) equation. Finally, we have compared 
the convergence of the IFDM and the CNFDM to the analytic B-S price of the option. Both the FDMs schemes are 
fairly robust and good for pricing options. 
The FDM consists of discretizing the partial differential pricing equation and the boundary conditions using a forward 
or a backward difference approximation [1]. The B-S PDE is  
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Where f is the price of the option as a function of a stock price S and time t, r is the risk-free interest rate and σ is the 
volatility of the stock. 
The B-S option pricing formula for European put option is 
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Here, p = Put Premium,  S = Current Stock Price or Asset price or Spot price, t = Option Expiration, K = Strike Price, 
r = Risk-free interest rate, N = Cumulative Standard Normal Distribution. 
In IFDMequation (1) is discretized by approximate the derivative with respect to time by a backward difference and 
approximate the derivative with respect to S by a central difference [2]. This is not the only possibility, but any choice 
must be somehow compatible with the boundary conditions [2].We express fi+1,j implicitly in-terms of the unknowns 
fi,j−1, fi,j and fi,j+1 and consider that the option price denoted by f(t,S) for an interior point (i,j) on the grid and we get 
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Implicit method has accuracy up to 𝑂(∆𝑡, ∆ 𝑆).In CNFDM, we have 
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Crank-Nicolson method has accuracy up to 𝑂(∆ 𝑡, ∆ 𝑆). 
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Conclusion 
From our result we see that when N (time grid) and M (stock price grid) are different both methods IFDM and 
CNFDM convergence more quickly to B-S analytic solutions than when N and M are same. CNFDM more converse 
to the analytic solution than the IFDM. Total elapsed time to run CNFDM is some more than that of IFDM. So we 
conclude that CNFDM is slower than IFDM. We use the MATLAB to get all numerical and graphical results. 
References: 
[1] Jhon C. Hull (2015-2016), Option, Futures and Other Derivatives, Global edition, Eighth edition, Pearson  
 Education Limited. 
[2] Paolo Brandimarte, Numerical Methods in Finance and Economics AMATLAB-Based Introduction, Second 
Edition, A John Wiley and Sons, Inc.,Publication 
[3] Yuh-DauhLyuu,(2002), FINANCIAL ENGINEERING AND COMPUTATION: Principles, Mathematics,  
Algorithms.Cambridge University Press,United Kingdom. 
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Abstract 

Volatility is the most important concept in options trading. No one can consistently predict the market, not even the experts. Yet 
many investors think they can guess what will happen, based on hunches or rumors. Unless we know precisely when to buy or 
sell, we can, and probably will miss the market. This can really cost us. Most of the market’s gain and loss occur in just a few, but 
unpredictable, trading days. In this paper we study the differences in unpredictability of stock and option prices using Black and 
Scholes model and EWMA volatility model. This difference eventually affects options range and premiums.  

Body  of the extended abstract :The values of call and put option for a non-dividend paying underlying stock 

in terms of the Black–Scholes parameter are: 
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Conclusion :EWMA stock volatility and Black and Scholes option volatility has been discussed in this 

project. Later from experiments it has been showed that which approach will help investors more in capturing 

market volatility. Volatility plays a significant role in the pricing of options. As traders, we must understand and 

pay close attention to a market’s volatility as we build our option strategies. When we see extreme volatility in a 

market, we feel an overwhelming sense of uncertainty. The normal psyche of a trader is to react emotionally as 

markets make sharp moves higher and lower. This emotion and shift of sentiment has a direct relationship to the 
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pricing of options. Traders will bid up the premium on both the call side and put side of that given market. On the 

flip side, we become comfortable with a market when volatility is very stable. Consistency with the market and 

our approach to the market creates comfort. When we see a market repeatedly bounce off of a support level or 

pull back from a resistance level, we feel more confident with these levels. These levels allow traders to have a 

gauge on a market’s trading range. Options that are outside of this range can be viewed as having a lower 

probability of finishing in-the-money and therefore will be assigned a smaller premium. Certainly, it is not 

necessary that every high volatile market eventually leads to a market crash. Nevertheless, high volatility can be 

caused as a consequence of market crash. So, in predicting market volatility we should not be judgmental. This 

project will help us in predicting market volatility in a more organized way. 
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Abstract 
In this paper, we introduce two notions of R  property in fuzzy topological spaces by using quasi-coincidence sense and we show 
that all these notions satisfy good extension property. Also hereditary, productive and projective properties are satisfied by these 
notions. We observe that all these concepts are preserved under one-one, onto, fuzzy open and fuzzy continuous mappings. 

Corresponding Author: skhshahjahan@gmail.com 

1. Introduction 

Chang defined fuzzy topological spaces in 1968 by using fuzzy sets introduced by Zadeh in 1965. Since then 
extensive work on fuzzy topological spaces has been carried out by many researchers like Gouguen (1973), Wong 
(1974), Warren (1974), Hutton (1975), Lowen (1976), P. K. Gain (2012), Nasima et al. (2014) and others. Separation 
axioms are important parts in fuzzy topological spaces. Many works on separation axioms have been done by 
researchers. Among those axioms, fuzzy 𝑅  topological space is one and it has been already introduced in the 
literature. There are many articles on fuzzy 𝑅  topological space which are created by many authors like Wuyts and 
Lowen (1983), Srivastava et al. (1981), D. M. Ali (1990), M. S. Hossain and D. M. Ali (2007) and others. The purpose 
of this paper is to further contribute to the development of fuzzy topological spaces especially on fuzzy 𝑅  topological 
spaces. 

2. Preliminaries 

In this section, we recall some concepts which will be needed in the sequel. Some of them are presented here. In the 
present paper X and Y always denote non empty sets and I=[0, 1], I1=[0, 1). 
Definition 2.1[4]A fuzzy set 𝑢in 𝑋 is called a fuzzy singleton if and only if 𝑢(𝑥) =  𝑟, 0 <  𝑟 ≤  1 for a certain 
𝑥 ∈  𝑋 𝑎𝑛𝑑 𝑢(𝑦)  =  0 for all points 𝑦of 𝑋except 𝑥. The fuzzy singleton is denoted by 𝑥 and 𝑥is its support. The class 
of all fuzzy singletons in X will be denoted by 𝑆(𝑋). If 𝑢 ∈ 𝐼 and 𝑥  ∈  𝑆(𝑋), then we say that 𝑥  ∈  𝑢if and only if 
𝑟 ≤  𝑢(𝑥). 
Definition 2.2[2]A fuzzy singleton 𝑥 is said to be quasi-coincidence with u, denoted by 𝑥 𝑞𝑢if and only if 𝑢(𝑥)  +
 𝑟 >  1. If 𝑥 is not quasi-coincidence with u, we write 𝑥 𝑞𝑢 and defined as 𝑢(𝑥)  +  𝑟 ≤  1. 
Definition 2.3[5]The function 𝑓 ∶ (𝑋, 𝑡) → (𝑌, 𝑠) is called fuzzy continuous if and only if for every 𝑣 ∈  𝑠, 𝑓 (𝑣)  ∈
 𝑡, the function f  is called fuzzy homeomorphic if and only if f is bijective and both f and 𝑓  are fuzzy continuous. 
Definition 2.4[3]The function 𝑓 ∶ (𝑋, 𝑡) → (𝑌, 𝑠) is called fuzzy open if and only if for every open fuzzy set u in 
(𝑋, 𝑡), 𝑓(𝑢) is open fuzzy set in (Y, s). 
Theorem 2.1[1]A bijective mapping from an fts (X, t) to an fts (Y, s) preserves the value of a fuzzy singleton (fuzzy 
point).  
Note: Preimage of any fuzzy singleton (fuzzy point) under bijective mapping preserves its value. 
 

3. The Main Results 

In this section, we discuss about our notions and findings. Some well-known properties are discussed here by using 
our concepts. 
Definition 3.1 A fuzzy topological space (𝑋,  𝑡) is called 
(𝑎) 𝑭 𝑹𝟎(𝒊) if and only if for any pair 𝑥 ,  𝑦  ∈  𝑆(𝑋) with 𝑥 ≠ 𝑦, whenever there exists 𝑢 ∈  𝑡 with 𝑥 𝑞𝑢and 𝑦 𝑞𝑢, 
then there exists v ∈  𝑡 such that 𝑦 𝑞𝑣and𝑥 𝑞𝑣. 
(𝑏) 𝑭𝑹𝟎(𝒊𝒊) if and only if for any pair 𝑥 , 𝑦 ∈  𝑆(𝑋) with 𝑥 ≠ 𝑦, whenever there exists 𝑢 ∈  𝑡  with 𝑥 𝑞𝑢and 𝑦 ∩

𝑢 = 0, then there exists v ∈  𝑡such that 𝑦 𝑞𝑣and𝑥 ∩ 𝑣 = 0 
As the next work we haveshown that our notions satisfy the good extension property. 
Theorem 3.2 Let (𝑋,  𝑇) be a topological space. Consider the following statements: 
 (1) (𝑋,  𝑇) be a 𝑅  topological space. 
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 (2) (𝑋,  𝜔(𝑇)) be an 𝐹𝑅 (𝑖) space.  
(3) (𝑋,  𝜔(𝑇))be an 𝐹𝑅 (𝑖𝑖) space.  
Then the implications are true: (1) ⇔ (2), (1) ⇔  (3). 
 
Then we have shown that our notions satisfy the hereditary property. 
Theorem3.3 Let (𝑋,  𝑡) be a fuzzy topological space, 𝐴 ⊆  𝑋, 𝑡 =  {𝑢/𝐴 : 𝑢 ∈  𝑡}, then 
      (a) (𝑋,  𝑡) is 𝐹𝑅 (𝑖) ⇒  (𝐴, 𝑡 ) is 𝐹𝑅 (𝑖)  and 
      (b) (𝑋,  𝑡) is 𝐹𝑅 (𝑖𝑖) ⇒  (𝐴, 𝑡 ) is 𝐹𝑅 (𝑖𝑖). 
 
As our next work we have shown that our notions satisfy the productive and projective properties. 
Theorem 3.4 Let (𝑋 , 𝑡 ),  𝑖 ∈  𝛬 be fuzzy topological spaces and 𝑋 = Пi∈Λ ∈ 𝑋  and 𝑡be the product topology on 𝑋, 
then 
     (a) for all 𝑖 ∈  𝛬, (𝑋 , 𝑡 ) is 𝐹𝑅 (𝑖) if and only if (𝑋,  𝑡) is 𝐹𝑅 (𝑖)  and 
     (b) for all 𝑖 ∈  𝛬, (𝑋 , 𝑡 ) is 𝐹𝑅 (𝑖𝑖) if and only if (𝑋,  𝑡) is 𝐹𝑅 (𝑖𝑖). 
 
Theorem 3.5 Let (X, t) and (Y, s) be two fuzzy topological spaces and  𝑓: 𝑋 → 𝑌  be a one-one, onto, fuzzy open and 
fuzzy continuous map then                                                                                                             (𝑎) 𝑋,  𝑡  is 𝐹𝑅 (𝑖) ⇒

𝑌,  𝑠  is 𝐹𝑅 (𝑖) 
(𝑏)(𝑋,  𝑡) is 𝐹𝑅 (𝑖𝑖) ⇒ (𝑌,  𝑠) is 𝐹𝑅 (𝑖𝑖)  

 
Theorem 3.6 Let (X, t) and (Y, s) be two fuzzy topological spaces and  f : X → Y be a one-one, onto, fuzzy open and 
fuzzy continuous mapping then, 
  (a) (𝑌,  𝑠) 𝑖𝑠 𝐹𝑅 (𝑖) ⇒  (𝑋,  𝑡) 𝑖𝑠 𝐹𝑅 (𝑖)  and  
 (b) (𝑌,  𝑠) 𝑖𝑠 𝐹𝑅 (𝑖𝑖) ⇒  (𝑋,  𝑡) 𝑖𝑠 𝐹𝑅 (𝑖𝑖). 
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Abstract 
The present world is facing a devastating reality as drug addiction prevails in every corner of a society. The progress of a country 
is obstructed due to the excessive practice of taking drugs by the young generation. Like other counties, Bangladesh is also facing 
this dreadful situation. The multiple use of drug substances leads an individual to a sorrowful destination. An addicted individual 
can regain his normal life by proper monitoring and treatment. The objective of this paper is to introduce a mathematical model on 
the dynamics of drug abuse in the perspective of Bangladesh and reduce the harmful consequences with the help of optimal 
control theory. The model has been solved analytically introducing a specific optimal goal. Numerical simulations have also been 
performed to review the behaviours of analytical findings. The analytical results have been verified with the numerical 
simulations. The analysis of this paper shows that it is possible to control drug addiction if there is less interaction among the 
general people with addicted individuals. Family based care, proper medical treatment and awareness programs can also reduce 
the adverse effects of drug addiction. 
------------------------------------------------------------------------------------------------------------------------------------ 
Introduction : Drug addiction has become a major problem nowadays as it ruins the future of young generation. 
Generally the use of substances that are injurious to health is known as drug abuse or addiction. Drugs have a very 
harmful consequence both for human body and mind and also detrimental to health, even sometimes lead consumers 
to death. The structure and functions of brain are greatly hampered due to seeking drugs randomly [1]. As drug 
addiction can decrease self-control and human ability to make sound decisions, the world is now undergoing a big 
challenge to meet this crisis. Fortunately, treatment in rehabilitation centers ensures a better life for the patients [4]. 
An addicted person can achieve a sustained recovery in his or her future life without drugs after getting treatment from 
rehabilitation centers. Drug addiction can be controlled by raising public awareness and introducing voluntary 
activities. 
Mathematical Model:A population size N(t) is subdivided into five compartments: susceptible compartment S(t) 
(individuals who are not drug users, but at a high risk of taking drugs), light drug users L(t), heavy drug users H(t), 
drug users under treatment in rehabilitation R(t) and quitter population Q(t) (individuals who are fully determined not 
to take drug substances anymore) [3]. Then we get a system of nonlinear ordinary differential equations containing

QRHLS  ,,,, with initial conditions       ,00,00,00  HLS     00,00  QR where the total population is 

QRHLSN  . We have given emphasize on the parameter (the interaction rate among the susceptibles and 
drug users). 

Model Analysis : We have analyzed the model and obtained the drug free equilibrium point 







 0,0,0,0,0 

r
w , 

endemic equilibrium point  *****
1 ,,,, QRHLSw   and basic reproduction number R0. It has been found that for 

          ,00,00,00,00,00  QRHLS  the solutions QRHLS and,,, are positive 0t . Performing stability 
analysis, our model satisfies the following theorem. 
 

Theorem. The drug free equilibrium point is locally asymptotically stable if 10 R and unstable if 10 R  

Then we introduce the idea of optimal control theory [2, 5].  We have introduced three control variables 321 ,, uuu

where 1u is the awareness and educational programs, 2u is the family based care and 3u represents the effectiveness of 

rehabilitation centers. Our objective function is as follows : 
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,,min whereA, B and C are the weight parameters. The main 

aim of this objective function is to minimize the number of light and heavy addicted populations.Then the model with 
optimal control has been reformulated as : 
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where, all the states QRHLS ,,,,  are represented as )(tx ,   2
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Numerical Simulations: Numerical simulations have been performed using a set of reasonable parameters. For this 
simulation, all the conditions related to the control variables are imposed. Then the variations of light and heavy 
addicted population have been observed for different values of the interaction rate 

0010.0and0015.0,0020.0,0030.0 . 
 

  
 
Results and Discussions : Figure 1 shows that light addicted population is decreasing when we decrease the value of 
interaction rate α.  Similar result can be seen from Figure 2 where the heavy addicted population decreases with the 
decrease of α. So, the objective of minimizing light and heavy addicted population has been fulfilled. 
Conclusions : Our model indicates that it is possible to control drug addiction if there will be less interaction among 
general people with the addicted individuals. This problem can also be removed from our locality by implementing 
family based care, primary medical treatment, religion based approach, awareness programs and reduction of social 
influences. This model will increase consciousness among the young generation and may help the rehabilitation 
centers to make plans regarding drug addicted population. 
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Abstract 
The MHD natural convection flow and heat transfer within an L shaped cavity is studied numerically. To investigate the effects 
with the body a Galerkin finite element method is studied. By different sets of governing equations along with the corresponding 
boundary conditions are used to set the physical problems. The main objective of this study is to explore the influence of pertinent 
parameters such as Heat generation effect (  ) on the flow and heat transfer performance of the fluid while the Rayleigh number 
(𝑅𝑎), Prandtl number (𝑃𝑟) and Hartmann number (Ha) is considered fixed. Results indicate that the heat transfer rate is 
significantly affected by increasing the mentioned parameters. 
Keywords: Finite element method, L shaped cavity, heat generation, MHD. 
 
Model: 
Two dimensional L shaped cavity is considered with the boundary conditions. The outer L shaped wall is at heated 
temperature Th , the inner L shaped wall is maintained at cold temperature Tcwhere Th> Tc the other walls are 
adiabatic. A magnetic field of strength B0 is applied horizontally normal to the side wall. 

 
 
 
  
Results and discussion: 
Fig 2(a) and (b) shows the streamlines and isotherms for different values of   while Ha = 30, Ra = 105 and 𝑃𝑟 = 0.7. 
When  = 0 then there is only one circulatory cell inside the cavity with the increasing of heat generation parameter 
there produce a secondary cell near the heated wall. The size of the secondary cell also increases with increasing  . 
Fig (b) shows that with the increasing of heat generation parameter the lines departed from the heated wall. At the left 
heated wall there produce more isothermal lines which has the highest temperature.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1.Schematic diagram for the physical system 

(a) Stream
lines 
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Conclusion 
The effects of heat generation parameter  on flow and temperature field have been studied in detail in a L shaped 
cavity. From the present investigation the following conclusions may be drawn:  

 The heat generation parameter  has a significant effect on the flow and temperature fields. 
 Increasing heat generation parameter increases the vortex in the streamline.  

 
Reference: 
[1] P.O. Olanrewaju, O.T. Arulogun, K. Adebimpe, ‘Internal Heat Generation Effect on Thermal  Boundary Layer with a 
Convective Surface Boundary Condition’, American Journal of Fluid  Dynamics, 2(1): 1-4. DOI: 10.5923/j.ajfd.20120201.01 
(2012) 
[2] M. S. Hossain, M. A. Alim and K. H. Kabir , Numerical Analysis on MHD Natural Convection  within  Trapezoidal 
Cavity Having Circular Block, American Journal of Applied Mathematics and  Statistics,Vol.4,No.5,161-168.(2016) 
[3] R. Chowdhury, S. Parvin, M. A. Hakim Khan, “Heat Generation Effect on Natural Convection Flowin a 
 Rhombic Shape Cavity Containing a Rectangular Block”, Proceedings of the InternationalConference 

on  Mechanical Engineering and Renewable Energy 2015 (ICMERE2015),  Bangladesh.ICMERE2015-PI-

 029.(2015) 
[4] S. Parvin and R. Nasrin, “Analysis of the Flow and Heat Transfer Characteristics for MHD Free 
 Convection in an Enclosure with a Heated Obstacle”, Nonlinear Analysis: Modelling and Control, 
 vol. 16, pp. 89-99,( 2011). 
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Abstract  
SIR model is one of the basic models of disease dynamics. We study
involving SIR model for spread of diseases. The parameter set in the 
We use deterministic approach to estimate the parameters in the 
study of the deterministic inverse problem using least square cost functional and investigate convergence with partial 
measurements. We find that the parameter estimation problem for 
deterministic case. 
 
 
 

1. Basic SIR model:  
We consider a basic model with “closed population” and without demographics (no births, deaths, or migration). The 
whole population of interest is partitioned into three groups, S (Susceptible), I (Infected) and R (Recovered) in this 
model. Edelstein Keshet explained more complex SIR model with monographies in his book[1]. 
infectious agent attacks a naive population and the resulting epidemic occurs sufficiently quickly that demographic 

processes are not influential as it happened in 1978 in 

the recovery rate and S +I +R = 1. 
Figure: The SIR model flow diagram. The flow diagram for the 
classes. 

 

The Model below is known as SIR model  

                                                                 S’  
                                                                 I’ =     

                                                                R’ =   
 
Since we try to estimate the parameters for the 
difference between predicted and observed values), we need to define a metric or a cost functional with positive 
weights w1, w2, and w3;  

2 2 2
1 2 30 0 0

ˆ( ) | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
T T T

J p w S t S t dt w I t I t dt w R t R t dt       
Where, w1+w2+w3 = 1, and ( ( ), ( ), ( ))S t I t R t

we always do not have a continuous data set we formulate the discrete version of the cost functional with values at 
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SIR model is one of the basic models of disease dynamics. We study the parameter estimation or inverse problem 
model for spread of diseases. The parameter set in the SIR model consists of two positive real numbers. 

We use deterministic approach to estimate the parameters in the SIR model. Using simulations, 
study of the deterministic inverse problem using least square cost functional and investigate convergence with partial 
measurements. We find that the parameter estimation problem for SIR model is computationally stable for the 

We consider a basic model with “closed population” and without demographics (no births, deaths, or migration). The 
whole population of interest is partitioned into three groups, S (Susceptible), I (Infected) and R (Recovered) in this 

t explained more complex SIR model with monographies in his book[1]. 
infectious agent attacks a naive population and the resulting epidemic occurs sufficiently quickly that demographic 

processes are not influential as it happened in 1978 in a British Boarding School [2].  β is the transmission rate and 

 
The SIR model flow diagram. The flow diagram for the SIR model uses black arrows to show the movement between 

S’  = −βSI 
=     βSI – γI  

=   γI  

Since we try to estimate the parameters for the SIR model by using a simple least square procedure (minimizing the 
difference between predicted and observed values), we need to define a metric or a cost functional with positive 

2 2 2
1 2 30 0 0

ˆ ˆ( ) | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
T T T

J p w S t S t dt w I t I t dt w R t R t dt         

( ( ), ( ), ( ))S t I t R t is the model quantities  and ˆ ˆ ˆ( ( ), ( ), ( ))S t I t R t is the observed values. As 

we always do not have a continuous data set we formulate the discrete version of the cost functional with values at 

Parameter estimation of SIR model and its robustness study with least 

, Md Rafiul Islam b 
Department of Mathematical science, Clemson University, South Carolina,, Clemson,  USA 

Department of Mathematics and Statistics, Texas Tech University, Lubbock, TX, USA 

the parameter estimation or inverse problem 
model consists of two positive real numbers. 

 we perform robustness 
study of the deterministic inverse problem using least square cost functional and investigate convergence with partial 

model is computationally stable for the 

We consider a basic model with “closed population” and without demographics (no births, deaths, or migration). The 
whole population of interest is partitioned into three groups, S (Susceptible), I (Infected) and R (Recovered) in this 

t explained more complex SIR model with monographies in his book[1]. A low level of 
infectious agent attacks a naive population and the resulting epidemic occurs sufficiently quickly that demographic 

is the transmission rate and γ is 

model uses black arrows to show the movement between S and I and I and R 

model by using a simple least square procedure (minimizing the 
difference between predicted and observed values), we need to define a metric or a cost functional with positive 

is the observed values. As 

we always do not have a continuous data set we formulate the discrete version of the cost functional with values at tk : 
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2 2 2
1 2 3

ˆ ˆ ˆ( ) | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
n n n

k o k o k o

J p w S t S t w I t I t w R t R t
  

         

 
Now the algorithm used in this project for investigating the robustness of the parameter estimation is as follows: 
Step 1: Create a seemingly realistic synthetic data by using reasonable values for the parameters. 
 
Step 2: Create observation or real data by adding normal random noise to a seemingly realistic profile in Step 1. 
Step 3: Pick a parameter set hopefully not too far from the real values. 
 

Step 4: Check with a convergence criteria and stop and gives the parameter set for which it obtained the presumed 
minimum or go to third step. In our simulation, we use a MATLAB function fminsearchfor executing step 3 and step 

4. In order to let the algorithm start, we need an initial value of parameters. We will discuss the convergence rate, if it 
converges, for different initial values of parameters and for different random normal noises. We will also ponder upon 
the convergence behavior of parameters with different weights in the cost function. 
 

2. Model Analysis : parameter estimation and robustness study  
 
In MATLAB, we simulate the SIR model and generate a set of synthetic data based on a real data set [2]. Therefore, 
we actually know the optimal parameters for generating the synthetic data for our simulation studies. We add different 
amount of random normal noises for each realization of the synthetic data. We add 3%, 6% and 9% random normal 
noise while changing initial parameter sets which is required to start the Algorithm. We will try to understand the 
behavior of the convergence of parameters while changing the weights in the cost function 
 
 
 
References 
[1] Edelstein-Keshet L. Mathematical models in biology. Society for Industrial and Applied Mathematics; 2005 Jan 1. 

[2] “Influenza in boarding school” British Medical Journal, pp -587,  1978 
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Abstract 

In this study, we have investigated surge influencing factors along the world’s most vulnerableregion, the coast of Bangladesh to 
enable their accurate estimation. In order to do it, verticallyintegrated shallow water equations (SWEs) were solved by the 

powerful and efficient numericalmethod of lines (MOLs) in addition with the classical fourth order Runge-Kuta(RK(4,4)) method. 
Complex land-sea interface were approximated with proper stair-step representation and to optimize computation cost Nested grid 

technique of one way was used. River and land dynamics wereapproximated closely. A stable tidal regime over the region was 
generated by forcing the sealevel to be oscillatory with the tidal constituent 2M (principal lunar) along the southernopen boundary 

of the parent model. Numerical experiments were performed with the cycloneAila, 2009. Simulated water levels were found to be 
in a reasonable agreement with observeddata with regard to the root meansquare analysis. Sensitivity of the terms affecting 

surgelevels of the region of interest were then estimated and analyzed. The terms, namely sea bedtopography, river discharge, 
nonlinear advection terms, sea bed roughness, storm intensity,andCoriolis force have unignorable contributions on overall surge 

profiles. 
Keywords: Method of lines,Surge,Sensitivity, Nested schemes,Runge-Kutta method. 

 
1. Model equation: The vertically integrated SWEs are 
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The wind stress components are derived as      aaaaDayx vuvuCTT ,, 2
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The wind field is generated as
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Initial conditions:At 0,0  vut  . 
Boundary Conditions:The study domain has three open boundaries. Following 0, the western, eastern and southern 
open boundary conditions are, respectively, given by 
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Meghna River mouthis considered as open boundaryand the discharge through the river is given following [2] as 
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2Numerical procedure 
2.1 Set-up of nested scheme:In order to incorporate the coastal complexity a high resolution in a numerical scheme, 
is required [1].This is why a one way doubly nested numerical scheme was used. 
2.2Discretization: The Governing equations and the boundary conditions are discretized only for special derivatives 
by means of semi-implicit threepoints central finite difference technique. We considerthe discrete points in the xy-
plane, by defining xixi  )1( , Mi ,...3,2,1 (even) yjy j  )1( , )odd(,....,3,2,1 Nj  .After discretization, Eqs. 

(1)-(3) can be written, respectively, as  
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For Eqs. (6)-(7) 1,...,7,5,3  Mi  and 5,3j

 
3. Results: Water levels due to tide, surge and their interaction with obser
computed results are found to be in good agreement with observed data with regard t
Water levels are found to be influenced by sea bedtopography, river discharge, nonlinear advection terms, sea bed 
roughness, storm intensity,and Coriolis force (Figs. 2

 
 
 

Fig. 1. Computed water levels associated with cyclone Aila at 
Hiron Point (a), Char Chenga (b) and Chittagong (c). In 
case,  red doted curve for our computed tide, black for surge, 
blue for tide-surge interaction, green for tide
superposition and a circle represents an observed data.
 

Fig. 3 Effects of river discharge and islands.

4. Conclusion: For accurate prediction of sea surface elevations along the coast of Bangladesh, the factors influencing 
surge levels should properly be taken into account.
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where ,,1,2;2,1,,1,2  jjjjmiiiiil

where ,,1,2;2,1,,1,2  jjjjmiiiiil

2,...,7,5 N and for Eq. (8) 2,...,6,4,2  Mi and 2j

tide, surge and their interaction with observed data are presented in Fig. 1
computed results are found to be in good agreement with observed data with regard to the root mean square analysis.
Water levels are found to be influenced by sea bedtopography, river discharge, nonlinear advection terms, sea bed 

and Coriolis force (Figs. 2-4). 
 

. Computed water levels associated with cyclone Aila at 
Hiron Point (a), Char Chenga (b) and Chittagong (c). In each 

red doted curve for our computed tide, black for surge, 
surge interaction, green for tide-surge 

rcle represents an observed data. 

Fig. 2 Effects of grid resolution and bathymetry.

 

Effects of river discharge and islands. Fig. 4 Effects of Coriolis force, advection term, sea bed 
roughness and surge intensity.

prediction of sea surface elevations along the coast of Bangladesh, the factors influencing 
surge levels should properly be taken into account. 

Paul, G. C., Ismail, A. I. M., and Karim, M. F. 2014. Implementation of method of lines to predict 
storm along the coastal region of Bangladesh. J. Oceanogr., 70(3):199–210. 
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ved data are presented in Fig. 1. Our 
o the root mean square analysis. 

Water levels are found to be influenced by sea bedtopography, river discharge, nonlinear advection terms, sea bed 

Effects of grid resolution and bathymetry. 

Effects of Coriolis force, advection term, sea bed 
roughness and surge intensity. 
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Abstract 
The aim of this paper is to study the fuzzy connectedness in Raja- Sethupathy and Lakshmivarahan’s sense. Some characterizations 
and the properties of this type of fuzzy connectedness on fuzzy topological spaces are studied here. Interrelationships among fuzzy 
connectedness are examined. Also, we observe that fuzzy connectedness is preserved under fuzzy continuous mapping. 
Corresponding Author: ruhulbru1611@gmail.com 
INTRODUCTION 

By using fuzzy sets which introduced by L. A. Zadeh (1965), C. L. Chang (1968) defined fuzzy topological space 
which is a successful generalization of general topological space. Since then extensive work on fuzzy topological spaces 
has been carried out by many authors like: Wong (1974),Warren (1974), Hutton (1975), Lowen (1976), Shahjahan and 
Amin (2017) and many others. The concepts of fuzzy connectedness have been introduced earlier by Lowen and 
Srivastava (1992), Wuyts (1987), D.M.Ali (1992), Tapi and Deole (2014), Fatteh and Bassan(1985), G. Jagor (1998) and 
others. Also there are many articles on fuzzy connectedness which are created by many researchers like Raja-Sethupathy and 
Lakshmivarahan (1977), Ali and Srivastava (1988), Zheng (1984), Amin and Hossain (2017), and others.The purpose of 
this paper is to further contribute to the development of fuzzy topological spaces especially on fuzzy connectedness.   

 
BASIC NOTIONS AND PRELIMINARY RESULTS 

In this section, we recall some concepts which will be needed in the sequel. Some of them are presented here. In the present 
paper 𝑋 and 𝑌 always denote non-empty sets and 𝐼 =  [0, 1]. 
Definition: A function 𝑢 from X into the unit interval 𝐼 is called a fuzzy set in 𝑋. For every 𝑥 ∈ 𝑋, 𝑢(𝑥) ∈ 𝐼 is called 
the grade of membership of 𝑥 in 𝑢. Some authors say that 𝑢 is a fuzzy subset of 𝑋 instead of saying that 𝑢 is a fuzzy set 
in  𝑋 . The class of all fuzzy sets from 𝑋 into the closed unit interval 𝐼 will be denoted by  𝐼 (Zadeh 1965). 
Definition: Suppose 𝑓 ∈ 𝐼   be a fuzzy set. Then the complement of 𝑓 is another fuzzy set 𝑓: 𝑋 → 𝐼, defined 
by𝑓′(𝑥)  = 1 − 𝑓(𝑥), ∀ 𝑥 ∈ 𝑋 (Zadeh 1965). 
Definition:  The function 𝑓 ∶  (𝑋, 𝑡)  →  (𝑌, 𝑠) is called fuzzy continuous iff for every 𝑣 ∈  𝑠, 𝑓 (𝑣)  ∈  𝑡,  the 
function f is called fuzzy homeomorphic iff  𝑓  is bijective and both 𝑓 and 𝑓  are fuzzy continuous (P. Ming and Y. Ming 
1980). 
Definition:   A fuzzy set in 𝑋 is called a fuzzy point iff it takes the value 0 for all y in 𝑋 except one, say 𝑥 ∈ 𝑋. If 
its value at 𝑥 is 𝑝 (0 <  𝑝 ≤  1), we denote this fuzzy point  𝑥 , where 𝑥 is called its support (Pu and Liu 1980). 
Theorem: A bijective mapping from an fts (𝑋, 𝑡) to an fts (𝑌, 𝑠) preserves the value of a fuzzy singleton (fuzzy 
point). Note: Preimage of any fuzzy singleton (fuzzy point) under bijective mapping preserves its value (Amin et al. 
2014). 
 

MAIN RESULTS 

Definition:   A fuzzy topological space 𝑋 is said to be connected if and only if there does not exists two non-empty 
open fuzzy sets µ and 𝜆 in 𝑋 such thatµ ∪  𝜆 =  𝑋 and µ ∩ λ = φ( Sethupathy and Lakshmivarahan 1977). 
Theorem:  If the fuzzy sets µ and 𝜆 form a separation of fts 𝑋 and if 𝑌is a connected fuzzy subspace of 𝑋, then 𝑌 lies 
entirely either in µ or in 𝜆. 
Theorem:   The union of a collection of fuzzy connected subspace of fts 𝑋 that have a fuzzy point in common is fuzzy 
connected. 
Theorem:  A fuzzy topological space  𝑋 is connected if and only if the only fuzzy clopen subsets of 𝑋 that are the 
empty and 𝑋 itself. 
Lemma:  Let (𝑋, 𝑡) be an fts. Then the following conditions are equivalent: 
(i) X is disconnected. 
(ii) There exists a non-empty proper fuzzy subset of  𝑋 which is both open and closed. 
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Remark: In a fuzzy topological space, the number of clopen fuzzy sets is even. 
Theorem: If 𝑌 is a subspace of fts 𝑋, a separation of 𝑌 is a pair of disjoint non-empty fuzzy sets µ and 𝜆, whose 
union is 𝑌, neither of which contains a limit point of the other. In other words, µ and 𝜆 form a separation of 𝑌 iff  
µ ∪  𝜆 =  𝑌  and �̅�∩𝜆 =0 = µ∩�̅�=0. 
Theorem:  Let µ be a connected fuzzy subset of fuzzy topological space 𝑋.  If µ ⊂𝜆⊂µthen 𝜆 is fuzzy connected. 
Theorem: Let (𝑋, 𝑡) be an fts. Then the following conditions are equivalent; 
(i) (𝑋, 𝑡) is fuzzy connected. 
(ii) µ, 𝜆 ∈  𝑡with  µ ∪𝜆 = 𝑋 and µ ∩ 𝜆 = 0imply one   of µ  or 𝜆  is 0. 
(iii) µ, 𝜆 ∈tcwith µ ∪  𝜆 =  𝑋  𝑎𝑛𝑑 µ ∩  𝜆 =  0imply one of  µ  or 𝜆  is 0. 
Theorem: Let (𝑋, 𝑡) be an fts. If the fuzzy sets µ and 𝜆 form a separation of  𝑋. Then for any fuzzy set 𝛼 in 𝑋, 𝛼 ∩  µ 
and 𝛼 ∩  𝜆  are not fuzzy connected. 
Theorem: Let (𝑋, 𝑡) be an fts, 𝛼 in 𝑋.  Then the following conditions are equivalent: 
(i) 𝛼 is fuzzy connected. 
(ii) 𝜆 , 𝜆 ∈  𝑡 are separated, 𝛼 ⊆ 𝜆 ∪ 𝜆 ⇒  𝛼 ⊆ 𝜆   𝑜𝑟  𝛼 ⊆ 𝜆 . 
(iii) 𝜆 , 𝜆  ∈  𝑡 are separated, 𝛼 ⊆ 𝜆 ∪ 𝜆  ⇒  𝛼 ∩ 𝜆 =  0 𝑜𝑟 𝛼 ∩ 𝜆 = 0. 
Theorem:  Let (𝑋, 𝑡) be an fts and µ and λ are fuzzy connected sets which are not separated, then µ ∪ 𝜆 is fuzzy connected. 
Remark: Let {µi} be a collection of fuzzy connected subsets of fts (𝑋, 𝑡) such that no two members are separated. Then 
µ = ∪ 𝜇   is  fuzzy connected. 
Theorem:  The image of a fuzzy connected space under a fuzzy continuous map is fuzzy connected. 
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Abstract 

The effect of Lewis number on natural convective heat and mass transfer in a triangular enclosure filled with nanofluid saturated 
porous medium has been studied in this paper.  The bottom wall of the cavity is heated uniformly, the left inclined wall is non-

isothermal and the right inclined wall is considered to be cold. The concentration is higher at bottom wall, lower at right inclined 
wall and non-isoconcentration at left inclined wall of the cavity. The transport equations are transformed to the dimensionless 
form and solved numerically using Galerkin weighted residual technique of finite element method. The results are obtained in 
terms of streamline, isotherms, isoconcentrations, Nueeslt number (Nu) and Sherwood number (Sh) for the parameters Lewis 

number (Le) and solid volume fraction (φ)  while and thermal Rayleigh number (RaT), Prandtl number (Pr), Buoyancy ratio (N) 
and Darcy number (Da) are considered to be fixed. It is observed that flow pattern, temperature fields and concentration fields 

are affected by the variation of above considered parameters. 

Keywords: Heat and Mass Transfer; Nanofluid; Triangular Cavity, Porous Media 

Introduction: 
 Double-diffusive natural convection in cavities becomes most important issues from industrial and energy 
perspectives. In the past few decades, experimentally, analytically and numerically an extensive research has been 
performed on this topic by many researchers [1]-[4]. Double-diffusive natural convection is refereed to buoyancy 
driven flows by both temperature and concentration gradients.  
 Heat transfer in a triangular model can be a simple model for many engineering applications. Although many 
studies have reported natural convection in triangular cavities, studies in combined heat and mass transfer in triangular 
enclosures filled with nanofluid are very limited. The aim of the present study is to investigate the effect of Lewis 
number on flow pattern, heat and mass transfer in a porous triangular enclosure filled with nanofluidexposed to both 
temperature and concentration gradients.  

GoverningEquations 

 Fig.1showstheschematicdiagramoftriangularenclosuresubjectedtothenon-dimensionalboundaryconditions.The 
bottom wall of the cavity is heated uniformly at temperature Th, the temperature of left inclined wall is varying 
linearly and the right inclined wall is considered to be cold at temperature Tc. The concentration ch, is higher at 
bottom wall, lower cc, at right inclined wall, and concentration at left inclined wall is varying linearly. 
TheworkingfluidconsiderinthesystemisawaterbasedAl2O3nanofluid.Thephysicalpropertiesofthefluidareassumedtobeco
nstantexceptthedensityinthebuoyancyforceterm.Thenon-dimensionalgoverningequationsfornanofluidscanbewrittenas: 

 
 
 
 
 
Fig. 1: Physical model of the problem with corresponding non-dimensional 

boundary conditions. 
 

+ = 0        

    (1) 

𝑈 + 𝑉 = − + + − 𝑈      (2) 

𝑈 + 𝑉 = − + + − 𝑉 + 𝑅𝑎 𝑃𝑟(𝜃 + 𝑁∁)    (3) 

𝑈 + 𝑉 = +          (4) 
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where the thermal Rayleigh number 𝑅𝑎 =
( )

, the solutal Rayleigh number 𝑅𝑎 =
( )

,  

Prandtlnumber 𝑃𝑟 = , Darcy number 𝐷𝑎 = , Buoyancy ratio 𝑁 =  and Lewis number 𝐿𝑒 = . 

 
NumericalMethod 

 ThenumericalprocedureusedinthisstudyisbasedontheGalerkinweightedresidualmethodoffiniteelementmethod. In 
this method, the solution domain is discretized into finite element meshes, which are composed ofnon-uniform 
triangular elements. Then the nonlinear governing partial differential equations are transferred into asystemof 
integral equations by applying Galerkin weighted residual method. The integration involved in each term 
oftheseequations is performed by using Gauss’s quadrature method. The nonlinear algebraic equations so obtained 
aremodified by imposition of boundary conditions. These modified nonlinear equations are transferred into 
linearalgebraicequationsbyusingNewton’smethod.Finally,theselinearequationsaresolvedbyusingTriangularFactorizati
onmethod. 

 

Conclusion 

Inthisstudy,anumericalsimulationhasbeenconductedtoinvestigatetheeffectofLewis number andsolid volume 
fractiononflowpattern,temperatureandconcentrationprofileinatriangularcavityfilledporousmediasaturatednanofluid.Th
eoutcomesoftheexistinganalysisareasfollows: 

 

a. Lewis number is an effective parameter on solutal distribution. For higher valuesof Lewis number, 
solutalboundary layer thickness becomes thinner that causeshigh solute transport. 

b. Mass transfer strongly depends on Lewis number. The heat transfer ratedecreases moderately while 
themass transfer rate increases dramatically forincreasing of Lewis number. The maximum heat 
transfer andmass transfer rateis found at Le=0.1 and Le=20respectively. 

c. The rate of heat transfer increases with the increasing of nanoparticle on the base fluid. However, solid 
volume fraction increases does not effect on the rate of mass transfer. 
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Abstract 
Numerical simulation has been carried out with different Reynolds numbers to investigate the effects of spiral flow in an 

artery due to stenosis. The simulation has been performed by using the standard k-ω model. A model artery has been 

created with a single stenosis of 75% cross-sectional area reduction. By using an in-house developed user defined 

function (UDF) for parabolic and spiral velocity, the flow characteristics of blood has been evaluated. Blood has been 

treated as a non-newtonian fluid and numerically modelled by using the Carreau model. Typical flow characteristics 

have been studied along with the wall shear stress (WSS) property. 
 

Introduction 
An unusual narrowing ofhuman artery, where cholesterol and other lipids are deposited in the lining of the arterial 
wall as a result of which the cross-sectional area of a blood vessel shrinks, is known as arterial stenosis. Increase of 
fatty material which settles in the lining of the artery and forms a thick area in the vessel wall called plaque which 
slows down the blood flow. The hemodynamic behavior of the blood flow in arterial stenosis bears some imperative 
aspects of medical applications. The hemodynamic factors, for example wall pressure and shear stress, play significant 
role to weaken and damage the artery’s internal wall at the post-stenotic turbulent region. Fry [1]found that the high 
wall shear stresses related to turbulence results in causing endothelial damages of vessel. Ghalichi et al. [2] used the k-
ω of Wilcox turbulence model to study the blood flow in the stenotic arterial model which is similar to Ahmed and 
Giddens [3]. Their results found that the k-ω model has a good agreement with experimental data and perform better 
to the standard k-ε model to predict blood pressure and turbulence intensity. In this study we aim to perform numerical 
simulations to investigate how some fundamental fluid properties change along the axial co-ordinates at a parabolic 
streamwise velocity with rotational speed at the inlet of the model. 

 

Methodology 

An artificial model of the stenosis in the blood vessel has been created by using the formula of cosine curve 

given as[3]:  
1 1 cos ,       

r Z Z D Z DcR D
   

  
  

      . The percentage of the stenosis is controlled by the parameter δc 

and the constriction of the artery is the reduction of 75% area. At the inlet of the model, a spiral boundary 

condition along with a parabolic velocity:  
2

, 2 1
r

v x y V
R

         

and spiral velocity Ω
V

C
R

  have been used. Here, 

Vis the bulk streamwise velocity related to the Reynolds number, Re = ρVD/µ of the blood flow and in this 

study, we consider various Reynolds numbers such as 500, 1000, 1500 and 2000. A model stenosed artery with 

inlet velocity profile is shown in the following figure. 

 
The governing equations are  the Reynolds averaged Navier–Stokes (RANS)  equations which  is given as: 
  

 u
i 0   ;    

x
i

uup j ijiu u u
i i jt x x x x x x

j i j j i j
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The Boussinesq hypothesis is employed to model the Reynolds stress ij  given as follows: 

2  ' '
3

uu jiu u k
ij i j ijx

j i
t x

    
 
         
 

  , here,  'u i
are the fluctuating velocity components, 1   ' '

2
k u u

i j
   is the turbulent kinetic 

energy and t isthe turbulent eddy viscosity obtained by employing the standard k - model of Wilcox [4]. The Carreau 
model has been used to evaluate the Non-newtonian blood flow. No-slip boundary condition with zero velocity relative to 
the boundary along with a parabolic velocity has been used at the inlet of the model. 
Fluent 15 [5], has been used for this simulation. This solver uses finite volume method for discretization of the flow 
governing equations. The SIMPLE scheme for pressure-velocity coupling has been used. In the discretization process, the 
second order upwind scheme is used for the equations of momentum, turbulent kinetic energy (k) and specific dissipation 
rate (ω); while the second order accurate scheme is used for the Poisson-like pressure equation. The inlet boundary 
conditions for the stream wise velocity has been written in C-language using the interface of User Defined Function 
(UDF) of Fluent and linked with the solver. The solution process is initiated using arbitrary values of the velocity 
components and k-ω, and their residuals are monitored at every iterations. The iteration process is stopped when the 
residuals are leveled off at 10-6. The computation has been performed for three different mesh numbers and grid 
independence test was conducted.  

 

Results and Discussion  

 

  (a)     (b)   (c) 

Fig. (a) The velocity contour plot, (b) turbulent kinetic energy for Re= 500, 1000, 1500, 2000 and (c) WSS forRe=1000. 

It is revealed that the magnitude of velocity is maximum at the stenosis of the artery. The significant change in velocity 
profile after the stenosis has reflected in the velocity contour plot shown in Fig.(a). The intensity of velocity is high near to 
the stenosis and gradually decreases to the downstream for all Reynolds numbers considered. Moreover, the intensity of 
velocity increases with the increase of Reynolds. The turbulent kinetic energy (TKE) increases with the increase in the 
Reynolds number (Fig. b). Interestingly the TKE for Re= 2000 and 1500 are significantly higher compared to other 
Reynolds numbers. TKE for both Re=500 and 1000 are not significantly different from each other. For both Re = 1500 
and 2000, the peak in TKE occurred after the stenosis. The Fig (c) depicts a large peak of wall shear stress at the stenosis, 
while there is another smaller peak after the stenosis.  
 

Conclusions 
The increase in turbulence kinetic energy in the downstream region is responsible for the destruction of blood cells, 
and the platelets in the blood are activated, resulting in many pathologic diseases attack in human body. At the same 
time, the increase in wall shear stress causes damage to the artery. In this paper a simplified model of artery has been 
used. A decisive conclusion can be drown from this findings that spiral component of blood flow has important impact 
on human artery while the Reynolds number play a crucial role for significant parameters of blood flow.     
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ABSTRACT 
Differential forms unify, simplify and generalize many field of mathematics that involve geometric ideas. The use of Differential 
forms is illustrated by expressing some basic result of electrodynamics. This paper is a swift introduction to Differential forms 
leading to simple representation of Maxwell’s equation. Maxwell’s equations, which depict classical electromagnetic theory, are 
pulled apart and brought together into a modern language of differential geometry. In order to accept the theory of differential 
form we express this equation in covariant form and we emphasize more on expressing homogeneous and inhomogeneous 
Maxwell’s equation using differential forms. 

1.Maxwell’s Equations in terms of Differential forms 

Maxwell’s theory of electromagnetism is, alongside with Einstein’s theory of gravitation, one of the most 
beautiful of classical field theories. Having chosen units in which  

𝜇 = 𝜖 = 𝑐 = 1, 

Maxwell’s equations then take the form: 
𝛁. 𝑬 = 𝜌 (1.1) 

𝛁 × 𝑩 −
𝜕𝑬

𝜕𝑡
= 𝐉 (1.2) 

𝛁. 𝑩 = 0 (1.3) 

𝛁 × 𝑬 +
𝜕𝑩

𝜕𝑡
= 0 (1.4) 

Taking the divergence of equation (1.1) and substituting equation (1.2) into the resulting equation, we obtain 
the continuity equation  

𝛁. 𝐉 +
𝜕𝜌

𝜕𝑡
= 0 (1.5) 

Also, since equation (1.3) always holds, this means that 𝑩must be a curl of a vector function, namely the 
vector potential  𝑨:  

𝑩 = 𝛁 × 𝐀 (1.6) 
Substituting equation (1.6) into equation (1.4), we obtain  

𝛁 × 𝑬 +
𝜕𝑨

𝜕𝑡
= 0 (1.7) 

which means that the quantity with vanishing curl in equation (1.7) can be written as the gradient of a scalar 
function, namely the scalar potential 𝜙:  

𝑬 = −𝛁Φ −
𝜕𝑨

𝜕𝑡
 (1.8) 

Equation (1.6) and (1.8) can then be written out explicitly in component form, for example  

𝐵 =
𝜕𝐴

𝜕𝑥
−

𝜕𝐴

𝜕𝑥
=

𝜕𝐴

𝜕𝑥
−

𝜕𝐴

𝜕𝑥
= 𝜕 𝐴 − 𝜕 𝐴  

𝐸 =
𝜕𝐴

𝜕𝑥
−

𝜕𝐴

𝜕𝑥
=

𝜕𝐴

𝜕𝑥
−

𝜕𝐴

𝜕𝑥
= 𝜕 𝐴 − 𝜕 𝐴  

It is evident that the 𝑬 and 𝑩 fields are element of the second-rank, anti-symmetric, contravariant field-
strength tensor 𝐹  defined by 

𝐹 = 𝜕 𝐴 − 𝜕 𝐴  (1.9) 

It is very easy to show that the covariant field tensor defined by  

𝐹 = 𝜕 𝐴 − 𝜕 𝐴  (1.10) 

The homogeneous Maxwell’s equations (1.3) and (1.4) correspond to the Jacobi identities  
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𝜕 𝐹 + 𝜕 𝐹 + 𝜕 𝐹 = 0 (1.11) 

The inhomogeneous Maxwell’s equations (1.1) and (1.2) can be written as   

𝜕 𝐹 = 𝐽  (1.12) 

Notice that the four Maxwell’s equations have been reduced to a set of two equations (1.11) and (1.12). The 
continuity equation (1.5) was obtained from the inhomogeneous equations (1.1) and (1.2), similarly, the 
continuity equation in covariant form can obtained from (1.12) by operating 𝜕  on both sides of equation 
(1.12). Thus,  

𝜕 𝐽 = 𝜕 𝜕 𝐹 = 0 (1.13) 

Since 𝜕 𝜕  is symmetric in 𝛼 and 𝛽 while 𝐹  is antisymmetric in 𝛼 and  𝛽 . The expression (1.13) is the 
conservation of electric charge whose underlying symmetry is gauge invariance.  

The four equations are exactly the same as (1.3) and (1.4). Hence the homogenous Maxwell’s equations 
correspond to the closed form 𝑑𝐹 = 0.  

𝜕 𝐵 + 𝜕 𝐵 + 𝜕 𝐵 = 0 
𝜕 𝐸 − 𝜕 𝐸 + 𝜕 𝐵 = 0 
𝜕 𝐸 − 𝜕 𝐸 + 𝜕 𝐵 = 0 
𝜕 𝐸 − 𝜕 𝐸 + 𝜕 𝐵 = 0 

2. Conclusion 
 

In differential geometry differential forms are very important ingredients. Using this ingredients Maxwell’s 
theory is reduced to a set of two equations𝑑𝐹 = 0and ∗ 𝑑 ∗ 𝐹 = Jwhich eventually lead to the success of 
rewriting Maxwell’s equations in the terms of differential forms and will be very helpful in our future 
research in electromagnetism. 
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Abstract 
We study PJP-semilattices and their ideals. We introduce the notion of strong *-ideals of PJP-semilattices. We obtain some 
characterizations of strong *-ideals of PJP-semilattices. We prove Stone type separation theorem for strong *-ideals of PJP-

semilattices. 
 
1. Introduction 

The class of PJP-semilattices has first introduced by Begum and Noorin [1]. The modified description of JP-
semilattices is given in [4]. The idea of JP-semilattices comes from the class of partial lattices (see [5]). Blyth has 
introduced *-ideals of pseudocomplementedsemilattices in [3]. Begum et. al. [2] have studied the *-ideals in the name 
of p-ideals for Stone JP-semilattices. In this paper we introduce the notion of strong *-ideals for PJP-semilattices. 
 
2. Basic definitions 

Let S = ⟨S; ∧, ∨⟩ be an algebraic structure such that 〈𝑆; ∧〉is a meet semilattice and ∨ is apartial binary operation on S. 
We say that x∨y is defined if and onlyif x and yhave a least upper bound and x∨y= sup{x,y}. By x † y we mean x∨yis 
defined.An algebraic structure S = ⟨S; ∧, ∨⟩ is said to be aJP-semilattice if 〈𝑆; ∧〉 is a meet semilattice and the partial 
binary operation ∨ holds the following axioms: for allx, y, z∈S, 
     (i) x† x and x∨x = x; 
     (ii) x† yimplies y † xand x∨y = y∨x; 
     (iii) x† y, y † z and (x † y) †z implies x †(y † z) and (x∨y) ∨z = x∨ (y ∨z); 
     (iv) x† yimplies x = x∧ (x∨y); 
     (v) x† (x∧y) and x = x∨ (x∧y); 
     (vi) y† z implies (x∧y) † (x∧z). 
 
An algebraic structureS = ⟨S; ∧, ∨, ∗, 0, 1⟩ is said to be a PJP-semilattice if⟨S; ∧, ∨, 0, 1⟩ is a bounded JP-semilattice 
and every element aof S has the pseudocomplement𝑎∗.The pentagonal lattice 𝒩5 is a PJP-semilattice. 
 

 
 

Let Sbe a PJP-semilattice.  A non-empty subset I of S is called an ideal of Sif𝑥, 𝑦 ∈ 𝑆, 
(i) 𝑥 ∈ 𝐼 and 𝑦 ≤ 𝑥 implies 𝑦 ∈ 𝐼, and 
(ii) x † yimplies 𝑥 ∨ 𝑦 ∈ 𝐼 

An ideal I of S is called a *-idealif  x∈I⇒x∗∗∈I. The ideal (c] of 𝒩5 given in Figure 1 is a *-ideal but the ideal (a] is 
not a *-ideal. An ideal I of a PJP-semilatticeS is said to be a strong *-ideal if (i∗∧j∗)∗∈I for any i, j∈I. 
 
3. Main Results 

Clearly, every strong *-ideal of a PJP-semilattice is a *-ideal. If we consider the ideal I = {0, a, b} of S givenin Figure 
1, then I is a *-ideal but I is not a strong *-ideal as for a, b∈I, (a∗∧b∗)∗= 0∗ = 1∉I . We have the following 
characterization of strong *-ideal of a PJP-semilattice. 
 
Theorem An ideal I of a PJP-semilatticeS is a strong *-ideal if and only if I is a *-ideal and for any 𝑖, 𝑗 ∈ 𝐼 there is a 
𝑘 ∈ 𝐼 such that 𝑖∗ ∧ 𝑗∗ = 𝑘∗. 
 
Here we generalize the result of Stone type separation theorem for PJP-semilattices. 
 
Theorem (The Separation Theorem for strong *-ideals of PJP semilattices)   Let S be a PJP-semilattice, I be a 
strong *-ideal and F be a filter of S such that I ∩ F = ∅. Then there is a prime *-ideal P such that I⊆P and P ∩ F = ∅. 
 

Figure 1 
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4. Conclusion 

In this research we introduce a notion of strong *-ideal of PJP-semilattices. Stone separation theorem plays an 
important role in the study of lattice theory. Here we have generalizedthe separation theorem for strong *-ideals of 
PJP-semilattices. The result will playan important role in the study of PJP-semilattices. 
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Abstract 
The incidence and prevalence of diabetes are increasing all over the world complication of diabetes constitute a burden for the 
individuals and whole society. In this paper, we propose a mathematical model for glucose-insulin regulatory system in the human 
body. Also the mathematical model may be classified as linear or nonlinear. The linear case is discussed and the critical values of 
the population are analyzed for stability. Numerical approximations are given to verify the analytical result and the numerical 
solutions present the complex situation of diabetic patients. Finally, we investigate a population-based retrospective cohort study 
using provincial health claims to identify all adults with and without diabetes mellitus living in Bangladesh. 
 
1. Introduction  
Diabetes mellitus, commonly known as diabetes, is a syndrome of disordered metabolism, usually due to a 
combination of hereditary and environmental causes, resulting in abnormally high blood sugar levels known as 
hyperglycemia [3]. Glucose concentration in the blood of a normal person lies in the range of 80-110 mg/dl under 
fasting condition. More than 400 million people live with diabetes all over the world. In this work, we study a model 
to monitor the glucose-insulin interaction of diabetic patients. 
 
2. Mathematical Model 
The modal is taken as the following system of ordinary differential equations 

1 2 1

2 3 6 3

3 6 4 4 5 6

( )

( )

b

b

b

dG
a G a I a G

dt
dX

a X a I a a I
dt
dI

a a I a G a a a I
dt

   

    

     

                          (1)  

All the variables and parameters used in the models are described below: 
 (t)G ,  (t) X and  (t) I are the plasma glucose concentration, the generalized insulin variable for the remote 

compartment and the plasma insulin concentration at time t  respectively. bG  is the basal pre-injection value of plasma 

glucose, bI  is the basal pre-injection value of plasma insulin, 1a is the insulin independent rate constant of glucose rate 

uptake in muscles, liver and adipose tissue, 2a is the rate of decrease in tissue glucose uptake ability, 3a is the insulin 

independent increase in glucose uptake ability in tissue per unit of insulin concentration bI , 4a is the rate of the 

pancreatic β-cells’ release of insulin after the glucose injection and with glucose concentration bG . 

 
3. Analytical Solution 
3.1 Positivity of the solution: 
When 0)0(,0)0(  XG and  0)0(,0)0(,0)0( IXG , then the solutions  )(),(),( tItXtG  of the model system of 
equations (1) is positive. 
3.2 Disease free equilibrium points 
The disease free equilibrium is )0,0,(0 bGE   

 
3.3 Endemic equilibrium points 
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4. Numerical Solution 
The analysis is done on the normal person as well as diabetic patient. Figure 1 shows the study for 10 hours. It shows 
that when glucose is given to the normal persons the glucose concentration level become very high and as time passes 
the level become stable. The same can be seen in case of plasma insulin concentration but when we see the graph for 
generalized insulin variable there is no change even after some time it will remain same. 
Figure 2 shows the study for 10 hours. It shows that initially the glucose level is very high but after giving the glucose 
to the patient there is still no major fall in glucose level. After 10 hours from 250 mg/dl it falls to only about 245 
mg/dl. But when we see the graph for generalized insulin variable as well as for plasma insulin concentration even 
after some time it is same and no change in its concentration level. 

Figure 1: Glucose-insulin regulatory system 
(a) Plasma glucose Concentration (*) (b) 

Plasma insulin Concentration (o) (c) 

generalized insulin variable (.). For 

1 20.031700, 0.0123,a a  6
3 1092.4 a

,80,2659.0,0353.79,0039.0 654  bb IGaaa

 
5. Discussion and Conclusion 
In this paper a mathematical model is developed for different kind of diabetic patients. Different
for normal as well as diabetic a patient who shows the variability of Glucose, insulin and plasma glucose 
concentration. The model showed clearly the results given according to different scenarios. In conclusion, the present 
work presents and justifies a mathematical model of long
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The analysis is done on the normal person as well as diabetic patient. Figure 1 shows the study for 10 hours. It shows 
that when glucose is given to the normal persons the glucose concentration level become very high and as time passes 

ecome stable. The same can be seen in case of plasma insulin concentration but when we see the graph for 
generalized insulin variable there is no change even after some time it will remain same.  
Figure 2 shows the study for 10 hours. It shows that initially the glucose level is very high but after giving the glucose 
to the patient there is still no major fall in glucose level. After 10 hours from 250 mg/dl it falls to only about 245 

n we see the graph for generalized insulin variable as well as for plasma insulin concentration even 
after some time it is same and no change in its concentration level.  

 
insulin regulatory system 

se Concentration (*) (b) 

7b  

Figure 2: Glucose-insulin regulatory system (a) 

Plasma glucose Concentration (*) (b)

insulin Concentration (o) (c) generalized insulin 

variable (.). For
1 2a a 

6
3 4 5 65.3 10 , 0.0042, 80.25, 0.264, 80, 7a a a a G I      

In this paper a mathematical model is developed for different kind of diabetic patients. Different
for normal as well as diabetic a patient who shows the variability of Glucose, insulin and plasma glucose 
concentration. The model showed clearly the results given according to different scenarios. In conclusion, the present 

nts and justifies a mathematical model of long-term diabetes progression.  
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Diabetes Mellitus: New Diagnostic criteria. Open Journal of Endocrine and Metabolic Diseases, 

The analysis is done on the normal person as well as diabetic patient. Figure 1 shows the study for 10 hours. It shows 
that when glucose is given to the normal persons the glucose concentration level become very high and as time passes 

ecome stable. The same can be seen in case of plasma insulin concentration but when we see the graph for 

Figure 2 shows the study for 10 hours. It shows that initially the glucose level is very high but after giving the glucose 
to the patient there is still no major fall in glucose level. After 10 hours from 250 mg/dl it falls to only about 245 

n we see the graph for generalized insulin variable as well as for plasma insulin concentration even 

insulin regulatory system (a) 

Plasma glucose Concentration (*) (b) Plasma 

insulin Concentration (o) (c) generalized insulin 

1 20, 0.017,a a 
5.3 10 , 0.0042, 80.25, 0.264, 80, 7b ba a a a G I        

In this paper a mathematical model is developed for different kind of diabetic patients. Different graphs are obtained 
for normal as well as diabetic a patient who shows the variability of Glucose, insulin and plasma glucose 
concentration. The model showed clearly the results given according to different scenarios. In conclusion, the present 

E. Ackerman, L.C. Gatewood, J.W. Rosevear, and G.D. Molnar. Model studies of blood glucose regulation. Bull. Math. 

insulin regulatory system and ultradian insulin secretory 
 

Rocha, and A.K. Arbex,. Gestational 
, 6: 13-19 (2016). 
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Abstract 
 

An [n, k] linear code C over GF(q) is a k dimensional subspace of )( nqGF ,the spaceof all n tuples with components 
from GF(q) , the finite field of order q . The matrix whose rows are the basis vectors of code C is called a generator 
matrix and is usually denoted by G . Anelement, cC is called a codeword. The weight of a codeword c is the 
number of nonzerocomponents in c and is denoted by wt(c).The minimum weight of a code C , denotedby d, is the 
minimum of weights of all nonzero code-words in C . An [n, k] linear codewith minimum distance d is often called an 
[n,k,d] code. A ternary code is a ],,[ dkn code over )3(GF , the Galois field of order3.Two nk  matrices generate 
equivalent linear [n, k] codes over GF(q) if one matrix can be obtained from other by a sequence of operations of the 
following types: 
 
(1) permutation of the rows; 
(2) multiplication of a row by a non-zero scalar; 
(3) addition of a scalar multiple of one row to another; 
(4) permutation of the columns; 
(5) multiplication of any column by a non-zero scalar. 
For an acquaintance on coding theory please consult [1], [2] or [3]. 
 
In an earlier paper [4], using equivalence, we classified all the error correcting quaternary codes of length 5 
and dimension 2 into 4disjoint equivalence classes. In this document, we do the same classification for all 
the ternary linear codes of length 5 and dimension 2. Our findings show that the set of ]2,5[ ternary error 
correcting codes can be partitioned into3mutually disjoint equivalence classes. We conclude the paper by 
computing the weight distributions these codes, as it can be seen in the following theorem. 
 
Theorem: A ]2,5[ ternary error correcting code is equivalent to a code generated by one of the following matrices: 











11110

01101
1G , 










21110

11101
2G  and 










02110

01101
3G

 
 

The weight distributions of the codes generated by 
21 , GG and 3G are given respectively by the following three tables. 

 
TABLE 1 

Weight Number of 
Words 

0 1 
3 4 
4 2 
5 2 
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  and   
 

TABLE 3 
Weight Number of Words 

0 1 
3 8 

   
 
  
     
References: 
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[3] W.C. Huffman, and V.Pless, Fundamentals of Error Correcting Codes, Cambridge University Press, New York 2003. 
[4] A.K.M. Toyarak Rian,P.Dey, “A Study on Equivalence of 1-Error-Correcting [5,2] Quaternary Codes”, Journal of Information 
& Optimization Sciences, 36( 5), 501-510 (2015). 
  

TABLE 2 
Weight Number of Words 

0 1 
3 2 
4 6 



1
0

 

P100: Fluid  

Title: Effect of solid fluid thermal conductivity ratio on mixed convection flow of 
nanofluid within a driven cavity containing heat generating block 
 

Author(s):Ayesha Siddiqua1 and Salma Parvin2 
Affiliation: 1Department of Mathematics, American International University-Bangladesh, Banani, Dhaka-1213, 
Bangladesh, E-mail: ayesha_math@yahoo.com 
2Department of Mathematics, Bangladesh University of Engineering and Technology, Dhaka-1000, Bangladesh 
Abstract 
In this study, nanofluid flow and heat transfer characteristics in a double lid driven cavity with a square heat generating block is 

analyzed numerically for different solid fluid thermal conductivity ratio. The water- alumina nanofluid is chosen as the operational 

fluid through the enclosure. The governing partial differential equations with proper boundary conditions are solved by Finite 

Element Method using Galerkin’s weighted residual scheme. Calculations are performed for a wide range of thermal conductivity 

ratio (K) of nanoparticles   0.2 ≤ K ≤ 50. Results are shown in terms of stream lines, isothermal lines, heat lines and average 

Nusselt number. Adecrement in heat transfer rate is observed with the increasing value of the above mentioned parameter K. 

 

Keywords: Heatline; mixed convection; finite element method; nanofluid; solid fluid thermal conductivity ratio; lid driven cavity. 

Physical Model: 
 

 
           K = 50 

 

       

            K = 5 

 

 

 

 

           K = 1 

          

             
           K = 0.2 
 
 
 
 
Fig. 1: Schematic diagram of the problem  
     Fig. 2: Isotherms, streamlines and heatlines for different values of solid fluid thermal  

conductivity ratio K, while Re = 100, Q = 1, Ri= 1, χ = 5%, Pr= 6.2. 

The schematic of the problem herein investigated is presented in Fig. 1 and isotherms, streamlines and heatlines for 
different values of K is shown in the Fig. 2. The system consists of a double lid driven square enclosure which is 
saturated with water alumina nanofluid. For a steady, two-dimensional laminar and incompressible flow, the 
governing equations may be written in the non-dimensional form as follows: 

+ = 0,         (1) 

𝑈 + 𝑉 =  − + ∇ 𝑈    (2) 

𝑈 + 𝑉 =  − + ∇ 𝑉 + 𝑅𝑖  𝜃     (3) 

𝑈 + 𝑉 =
 

∇ 𝜃      (4) 

For solid obstacle the energy equation is∇ 𝜃 + 𝑄 = 0,    (5) 
The boundary conditions for the present problem are specified as follows: 
At sliding double leads: 𝑈 = 0, 𝑉 = 1, 𝜃 = 0 

adiabatic 

Tc 
Tc 

L 

U0 U

 

Water-alumina nanofluid 

Q 
Th 

g 

y 

x 
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At horizontal top and bottom walls:  𝑈 = 𝑉 = 0, = 0 

At square block boundaries: 𝑈 = 𝑉 = 0, 𝜃 = 𝜃  

At fluid solid interface: ( ) = 𝐾( )  

Where 𝑁 is the non-dimensional distances either in 𝑋 or 𝑌 direction acting normal to the surface and 𝐾 is the ratio of 
the solid fluid thermal conductivity 𝐾 /𝐾   . 

Computational Procedure: The governing equations have been solved by using Galerking weighted residual finite 
element method. 

Conclusion: A numerical simulation is performed to investigate the effect of solid fluid thermal conductivity ratio for 
mixed convection of water-alumina nanofluid in a double lid driven enclosure with a heat generating block. The 
following conclusion may be drawn:  

 The solid fluid thermal conductivity ratio effects significantly on isotherms, steamlines and heatline structure. 

 If the value of Kincreases then the parabolic shaped isotherms becomes denser near the moving wall, the 
vortex inside the cavity becomes slightly weaker and the heat flow decreases.  
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Abstract 
Because of the great importance of thermal instability in nature, in chemical processes, in separation processes, in industrial 

applications as well as in geophysical and astrophysical engineering, the effect of thermal diffusion on combined MHD heat and 

mass transfer in an  unsteady MHD Free Convective Heat and Mass Transfer Flow Past an Inclined Surface with Heat Generation. 

Numerical as well as differential perturbations of solutions for the primary velocity field, secondary velocity field, temperature 

distribution as well as concentration distribution are obtained for associated parameters using the explicit finite difference method. 

The obtained results are discussed with the help of graphs to observe effects of various parameters on the above mentioned 

quantities. Finally, important findings of the investigations are concluded. 

Keywords: MHD, Free convection, Mass transfer flow, Inclined surface, Heat generation. 

Introduction 

The problem of free convection and mass transfer flow of an electrically conducting fluid past an inclined heated 
surface under the influence of a magnetic field has attracted interest in view of its application to geophysics, 
astrophysics and many engineering problems. Hossain et al. (2004) studied the problem of natural convection flow 
along a vertical wavy surface with uniform surface temperature in the presence of heat generation /absorption.The aim 
of the present work is to study the free convective heat and mass transfer flow past an inclined semi-infinite heated 
surface of an electrically conducting and unsteady viscous incompressible fluid in the presence of a magnetic field and 
heat generation. 

Mathematical Formulation 

We consider a unsteady two-dimensional hydromagnetic flow of a viscous incompressible, electrically conducting 
fluid past a semi- infinite inclined plate with an acute angle α to the vertical. A magnetic field of uniform strength 𝐵  
is introduce normal to the direction of the flow.  In the analysis, we assume that the   magnetic Reynolds number is 
much less than unity so that the induced magnetic field is neglected in comparison to the applied magnetic field. It is 
also assumed that all fluid properties are constant  except that of the influence of the density variation with 
temperature and concentration in the body force term.The governing equations (Ramadan and Chamkha, 2003; and 
Sivasankaran et al., 2006) are given by  
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Using the explicit finite difference approximation , we obtain an appropriate set of finite difference equations. 
Converged solutions are shown graphically for different values of Heat Generation parameter. 
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Fig. 1:Velocity  profile for  
different  values of Q. 
 

Fig. 2:  Temperature  profile for  
different  values of Q. 
 

Fig. 3:  Concentration  profile 
for  different  values of Q. 
 

Conclusions 
In this study, the results are discussed for Magnetic Parameter M, Heat Generation Parameter Q, Prandtl number Pr, 
Schmidt number Sc and Angle of inclination   on Velocity U, Temperature 𝑇 and Concentration 𝐶. In this study, it is 
found that the velocity increases with the increase of Q while it decreases with the increaseM ,  Pr,   and Sc.The 
Temperature increases with the increase of M , Q ,  Sc  and    while it decreases with the increase of Pr .The 
Concentration increases with the increase of M , Pr  and   while it decrease with the increase of  Q and Sc. 
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In this paper, a spectral-based numerical study is presented for the fully developed 
incompressible fluid through a curved square duct with medium curvature (
from the ceiling. Flow characteristics are investigated over a 
difference across the two horizontal walls for the Grashof number 
solutions. As a result, four branches of symmetric/asymmetric steady solu
Then we investigated unsteady solutions by time evolution calculations, and it is found that the unsteady flow undergoes in t
scenario “steady-state   periodic   multi-periodic 
secondary vortices on convective heat transfer
secondary flow; and the chaotic flow, which occurs at large 
periodic solutions. This study also shows that there is a strong interaction between the heating
centrifugal instability in the curved channel that stimulates fluid mixing and consequently enhances heat transfer in the flu

Flows through curved square ducts are widely apposite in practical applications in fluids engineering, such as in fluid 
transportation, turbo machinery, refrigeration, air conditioning systems, heat exchangers, ventilators, centrifugal 
pumps, etc. Dean (1927) first who formulated the pr
conditions. Recently, the bifurcation structure and the transition from a steady to chaotic state for the non
flow through a curved square duct were studied by Mondal
investigation of the flows with a temperature difference between the vertical sidewalls for small Grashof number and 
obtained multiple branches of solutions. Numerical prediction of the unsteady solutions through a st
square duct flow for both the isothermal and non
this paper is to find out the steady solution branches and
secondary flows whose bottom wall is heated and 

The flow field is shown in Figure 1. The basic equations for 

 

 

 

 

Figure 1: Coordinate system of the curved square duct
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Abstract 
based numerical study is presented for the fully developed two-dimensional flow of viscous 

incompressible fluid through a curved square duct with medium curvature ( 0.1  ), whose bottom wall is heated and cooling 
Flow characteristics are investigated over a wide range of Dean number 0 5000Dn 

difference across the two horizontal walls for the Grashof number Gr = 100. First, we investigated solution structure of the steady 
solutions. As a result, four branches of symmetric/asymmetric steady solutions with two- to multi-vortex solutions are obtained. 
Then we investigated unsteady solutions by time evolution calculations, and it is found that the unsteady flow undergoes in t

periodic   chaotic”, if Dn is increased. The present study demonstrates the 
secondary vortices on convective heat transfer and it is found that convective heat transfer is significantly enhanced by the 

chaotic flow, which occurs at large Dn’s, enhances heat transfer more effectively than the steady
t there is a strong interaction between the heating-induced buoyancy force and the 

centrifugal instability in the curved channel that stimulates fluid mixing and consequently enhances heat transfer in the flu
Introduction 

ts are widely apposite in practical applications in fluids engineering, such as in fluid 
transportation, turbo machinery, refrigeration, air conditioning systems, heat exchangers, ventilators, centrifugal 

. Dean (1927) first who formulated the problem in mathematical terms under the fully developed flow 
Recently, the bifurcation structure and the transition from a steady to chaotic state for the non

flow through a curved square duct were studied by Mondalet al. (2007).Mondalet al. (2014) also performed numerical 
investigation of the flows with a temperature difference between the vertical sidewalls for small Grashof number and 
obtained multiple branches of solutions. Numerical prediction of the unsteady solutions through a st
square duct flow for both the isothermal and non-isothermal flows were also performed by them. The main purpose of 
this paper is to find out the steady solution branches and find the unsteady solutions with 

ows whose bottom wall is heated and cooling from the ceiling wall. 
Governing equations 

he basic equations for ,w  and T  are 

Coordinate system of the curved square duct 
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dimensional flow of viscous 
), whose bottom wall is heated and cooling 

0 5000Dn  with a temperature 
= 100. First, we investigated solution structure of the steady 

vortex solutions are obtained. 
Then we investigated unsteady solutions by time evolution calculations, and it is found that the unsteady flow undergoes in the 

he present study demonstrates the role of 
and it is found that convective heat transfer is significantly enhanced by the 

’s, enhances heat transfer more effectively than the steady-state or 
induced buoyancy force and the 

centrifugal instability in the curved channel that stimulates fluid mixing and consequently enhances heat transfer in the fluid. 

ts are widely apposite in practical applications in fluids engineering, such as in fluid 
transportation, turbo machinery, refrigeration, air conditioning systems, heat exchangers, ventilators, centrifugal 

oblem in mathematical terms under the fully developed flow 
Recently, the bifurcation structure and the transition from a steady to chaotic state for the non-isothermal 

) also performed numerical 
investigation of the flows with a temperature difference between the vertical sidewalls for small Grashof number and 
obtained multiple branches of solutions. Numerical prediction of the unsteady solutions through a stationary curved 

isothermal flows were also performed by them. The main purpose of 
with pattern variation of 
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The rigid boundary conditions for w , and T are

( 1, ) ( , 1) ( 1, ) ( , 1) ( 1, ) ( , 1) 0w y w x y x y x
x y
               
 

                                                 (4)

( ,1) 1, ( , 1) 1, ( 1, )T x T x T y y                                                                                            (5) 

To get the numerical solution we use spectral method, the Crank-Nicolson and and Adams-Bashforth methods 
together with the function expansion and the collocation methods. 

Results and discussion 

We obtained both steady and unsteady solutions for the present study for the curvature 0.1  and for various Dean 
numbers 0 5000Dn  . Figure 2 shows steady solution branch with secondary flow patterns. 
 
 
 
 

      

 
 T  T 
 
Figure 2: Steady solution branches for 0.1  and  0 5000Dn  and the contours of secondary flow (top) and 
temperature profile (bottom). 

Conclusion 
This article bears four steady solution branches. Using the steady solution we come forward to get unsteady solutions. 
Unsteady behaviors show us a very interesting phenomena that it conform a cycle “steadyperiodic (multi-periodic)
chaotic”. We also see here the flow patterns for unsteady behaviors which are very encouraging for us to assure the 
similarity between the unsteady solutions, phase diagram and the flow patterns. 
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In this paper, a spectral-based numerical study is presented for the fully developed two
incompressible fluid through a curved rectangular duct for aspect ratio 
study is to find out flow transitions and the effects of curvature on unsteady solutions such as whether the unsteady flow chaotic 
multi-periodic and steady-state, as the Taylor number is increased. Time evolution calculations as well as their phase spaces are 
obtained with a view to study the non-linear behavior of the unsteady solutions, and it is found that the chaotic flow turns into 
steady-state solution for positive rotation and the chaotic flow turns into chaotic solutions through various flow instabilities
Taylor number is increased. It is found that the flow is chaotic for small Taylor numbers and oscillates multi
two-, three-, four-, five-, six-, seven- and eight
solution is weak for small Taylor numbers but strong as theTaylor number becomes large. It is also found that the axial flow 
shifted near the outer wall of the duct as the Taylor number increases.

Fluid flow and heat transfer through a rotating curved ducts or channels occurs in many engineering applications such 
as in electrical machineries, fluid transportation, turbo machinery, refrigeration, air conditioning systems, heat 
exchangers etc. Recently, Mondalet al. (2010) perfor
rotating curved square duct over a wide range of Taylor number. Wang and Yang (2005) performed numerical as well 
as experimental investigations of periodic oscillations for the fully develop
Mondalet al. (2014) investigated combined effects of centrifugal and Coriolis instability of the isothermal/non
isothermal flows through a rotating curved rectangular duct numerically. However, transient behavior 
solution is not yet resolved, in detail, for the flow through a rotating curved rectangular duct for forced convection in a 
rotating curved rectangular duct with large pressure gradients over a wide range of the rotational speed, which 
motivated us to the present study. 

Consider a hydro-dynamically fully developed 
 
 
 
 
 
 

 

Figure 1.  Physical Diagram and the coordinate system

The basic equations for the axial flow, stream function and heat conduction equations are
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Abstract 
based numerical study is presented for the fully developed two-dimensional flow of viscous 

incompressible fluid through a curved rectangular duct for aspect ratio 3 and curvature ratio 0.1 . The main concern of the present 
s to find out flow transitions and the effects of curvature on unsteady solutions such as whether the unsteady flow chaotic 

state, as the Taylor number is increased. Time evolution calculations as well as their phase spaces are 
linear behavior of the unsteady solutions, and it is found that the chaotic flow turns into 

state solution for positive rotation and the chaotic flow turns into chaotic solutions through various flow instabilities
Taylor number is increased. It is found that the flow is chaotic for small Taylor numbers and oscillates multi

and eight-vortex solutions, as the Taylor number is increased. It is found tha
solution is weak for small Taylor numbers but strong as theTaylor number becomes large. It is also found that the axial flow 
shifted near the outer wall of the duct as the Taylor number increases. 

Introduction 
through a rotating curved ducts or channels occurs in many engineering applications such 

as in electrical machineries, fluid transportation, turbo machinery, refrigeration, air conditioning systems, heat 
(2010) performed numerical investigation on the flow characteristics through a 

rotating curved square duct over a wide range of Taylor number. Wang and Yang (2005) performed numerical as well 
as experimental investigations of periodic oscillations for the fully developed flow in a curved square duct. Recently, 

. (2014) investigated combined effects of centrifugal and Coriolis instability of the isothermal/non
isothermal flows through a rotating curved rectangular duct numerically. However, transient behavior 
solution is not yet resolved, in detail, for the flow through a rotating curved rectangular duct for forced convection in a 
rotating curved rectangular duct with large pressure gradients over a wide range of the rotational speed, which 

Governing equations 
dynamically fully developed 2D flow through a rotating curved rectangular duct
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dimensional flow of viscous 
and curvature ratio 0.1 . The main concern of the present 

s to find out flow transitions and the effects of curvature on unsteady solutions such as whether the unsteady flow chaotic 
state, as the Taylor number is increased. Time evolution calculations as well as their phase spaces are 

linear behavior of the unsteady solutions, and it is found that the chaotic flow turns into 
state solution for positive rotation and the chaotic flow turns into chaotic solutions through various flow instabilities, if the 

Taylor number is increased. It is found that the flow is chaotic for small Taylor numbers and oscillates multi-periodic between 
vortex solutions, as the Taylor number is increased. It is found that the chaotic 

solution is weak for small Taylor numbers but strong as theTaylor number becomes large. It is also found that the axial flow is 

through a rotating curved ducts or channels occurs in many engineering applications such 
as in electrical machineries, fluid transportation, turbo machinery, refrigeration, air conditioning systems, heat 

med numerical investigation on the flow characteristics through a 
rotating curved square duct over a wide range of Taylor number. Wang and Yang (2005) performed numerical as well 

ed flow in a curved square duct. Recently, 
. (2014) investigated combined effects of centrifugal and Coriolis instability of the isothermal/non-

isothermal flows through a rotating curved rectangular duct numerically. However, transient behavior of the unsteady 
solution is not yet resolved, in detail, for the flow through a rotating curved rectangular duct for forced convection in a 
rotating curved rectangular duct with large pressure gradients over a wide range of the rotational speed, which 

duct. 

                  (1)        
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The boundary conditions for axial flow and stream functions are
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Results and discussion 

We investigated time evolution calculationfor the positive rotation of the ductat 1000Gr  . Figure 2 shows time 
evolution results as well as secondary flow patterns for 1000Tr  at 1000Gr  which shows multi-periodic 
oscillation. Contours of secondary flow and temperature  profiles are also shown in the Figure, and it is found that the 
unsteady solution is four-five-, and multi-vortex solutions. 
 
 
   T 

 
 
 
 
 
 
 
 
(a) (b) 
Figure 2.(a)Time evolution and (b) secondary flow patterns (left) and temperature profiles (right). 
Conclusion 
We investigated unsteady flow characteristics through a curved rectangular duct for aspect ratio 3 and curvature ratio 
0.1over a wide range of the Taylor number. Time evolution calculations as well as their phase spaces show chaotic 
flow turns into steady-state solution through various flow instabilities with two- to eight-vortex solutions. The present 
study shows that there is a strong interaction between the heating-induced buoyancy force and the centrifugal-Coriolis 
instability in the flow. 
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Abstract 
In the Gramian based model order reduction, computing the Gramian factors by solving the Lyapunov equations is one of the 
crucial tasks. We discuss the rational krylov subspace method (RKSM) for computing the low-rank factors of the Gramian by 
solving the Lyapunov equations arising from the structured dynamical systems. The computed Gramian factors will be applied to 
the PDEG (projection onto the dominant eigenspace of the Gramian) based model order reduction which preserves the structure of 
the original dynamical systems. Numerical experiments are provided to illustrate and assess the efficiency of our proposed 
method.  
 
ExtendedAbstract 

Consider the second-order, linear time-invariant (LTI) system 

𝑀�̈�(𝑡) + 𝐷�̇�(𝑡) + 𝐾𝑧(𝑡) = 𝐻𝑢(𝑡), 

y(t) = 𝐿𝑧(𝑡),(1)    

where 𝑀, 𝐷, 𝐾 ∈  ℝ ×  are large and sparse coefficient matrices,𝐻 ∈ ℝ ×  is the input matrix and 𝐿 ∈ ℝ ×  

represents the output matrix. Correspondingly, the time-dependent vector 𝑧(𝑡) ∈ ℝ , 𝑢(𝑡) ∈ ℝ  and 𝑦(𝑡) ∈ ℝ  

(𝑝, 𝑚 ≪ 𝑛 )are called state, input and output vectors respectively. Such a system often arises in many disciplines of 

science and engineering e.g., electrical engineering, mechanical modelling, aerospace engineering and so on [1].A 
large system of the form (1) often contains tens of millions of equations and variables. Therefore, simulation, 
optimization or real time controller design for such large-scale systems are sometimes arduous because of memory 
restriction. In this case, model order reduction(MOR) [1] techniques are employed.Typically, to reduce the dimension 
of the second order system (1) we convert the model into first order form 

𝐸�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 

𝑦(𝑡) = 𝐶𝑥(𝑡), (2) 

where𝐸 =  
𝐼 0
0 𝑀

 , 𝐴 =  
0 𝐼

−𝐾 −𝐷
, 𝐵 =  

0
𝐻

, 𝐶 =  
𝐿
0

 and 𝑥(𝑡) =  
𝑧(𝑡)

�̇�(t)
.                           (3) 

Then, the model reduction technique isapplied to the system (2). Unfortunately, the reduced order model (ROM) never 
allows to go back to the second-order structure if it is required for some applications since the structure of the original 
system is already destroyed. In this case, structure preserving model order reduction (SPMOR) techniques are 
required. The purpose of the SPMOR is to approximate the large-scale system (1) by considerably a lower 
dimensional model  

𝑀�̈̂�(𝑡) + 𝐷�̇̂�(𝑡) + 𝐾�̂�(𝑡) =  𝐻 u(t), 

𝑦(𝑡) =  𝐿�̂�(𝑡) ,(4) 

where 𝑀, 𝐷 , 𝐾  ∈   ℝ × , 𝐻  ∈ ℝ × , 𝐿 ∈ ℝ ×  and �̂�(𝑡)  ∈   ℝ  (𝑘 ≪ 𝑛) . The quality of the ROM depends on the 

approximation error defined by ‖𝐺 − 𝐺 ‖, where𝐺 (𝑠) = 𝐿 (𝑀𝑠 + 𝐷𝑠 + 𝑘) 𝐻 and 𝐺 (𝑠) =  𝐿(𝑀𝑠 + 𝐷 𝑠 +

𝐾) 𝐻, 𝑠 ∈ ℂare respectively known as transfer function of the original and the reduced model. In the last few years, 

many research articles were published on the SPMOR and most of them are on the balanced truncation (BT) based. In 
general, the balancing based SPMOR methods do not preserve the stability of the original system. Focusing on the 

stability issue, author in [2]proposed a method called PDEG (projecting onto the dominant eigenspace of the Gramian) 
method.Like BT, in PDEG method we need to solve the two second-order continuous-time algebraic Lyapunov 
equations 

𝐴𝑃𝐸 + 𝐸𝑃𝐴 = −𝐵𝐵 ,                                                          (5) 

𝐴 𝑄𝐸 + 𝐸 𝑄𝐴 =  −𝐶 𝐶,                           (6)        
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where the matrices 𝐸, 𝐴, 𝐵 and 𝐶 are defined in (3). The solution 𝑃 ∈ ℝ ×  and 𝑄 ∈ ℝ ×  of the above Lyapunov 
equations are known as the controllability and  the observability Gramians respectively. There are some direct 
methods and also iterative methods to solve such Lyapunov equations [1].Currently, the rational Krylov subspace 
method (RKSM) [3] is recognized as one of the efficient methods to compute the low-rank Gramian factors by solving 

the Lyapunovequation.The controllability Gramian,𝑃 based PDEG method is summarized in Algorithm 1. 

Algorithm 1: PDEG 

Input: :  𝑀, 𝐷, 𝐾, 𝐻, 𝐿 and 𝑘 (dimension of ROM) 

Output : 𝑀, 𝐷, 𝐾, 𝑀, 𝐻, 𝐿 

1. Solve (5) (using RKSM) to compute 𝑅such that 𝑃 ≈ 𝑅𝑅 ; 

2. Split 𝑅 as 𝑅 = 𝑅(1: 𝑛, : ) and 𝑅 = 𝑅(𝑛 + 1: 𝑒𝑛𝑑, : ); 

3. Compute singular value decomposition  𝑅 =  U∑V =  [𝑈 𝑈 ]
∑ 0
0 ∑

𝑉  

𝑉  ; 

4. Consider𝑉 = 𝑈 and construct reduced order matrices as follows: 

𝑀 = 𝑉 𝑀𝑉, 𝐷 = 𝑉 𝐷𝑉, 𝐾 = 𝑉 𝐾𝑉, 𝐻 = 𝑉 𝐻 and 𝐿 = 𝐿𝑉. 

 

The above procedure constructs a 𝑘dimensional ROM via projecting the system onto the dominant eigenspace of the 

controllability position Gramian, 𝑃 . In short, this procedure of MOR is called CP-SPMOR (controllability position 

SPMOR). The same procedure can also be applied to the controllability velocity Gramian (𝑃 ), the observability 

position (𝑄 ) and the observability velocity Gramian (𝑄 ).We apply our method to the International Space Station 
model (ISSM) which has been modelled in second order form of dimension 135 with 3 inputs and 3 outputs [1]. The 
comparisons of the original and different reduced models are provided in the following Table showing their absolute 
deviations. All computations have been carried out using MATLAB R2015a on an Intel CORE i7 processor with 
16GB RAM. 

    reduced model types absolute error 

         ISSM(35) CP-SPMOR CV-SPMOR 8.8861e-0.5 9.9245e-06 

OP-SPMOR      OV-SPMOR 4.7442e-0.4 1.1863e-0.5 
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Abstract 

Electrocardiogram (ECG) is a diagnostic tool that represents electrical activity of human heart which records the nerve 

impulse stimulus to a heart. The investigation of the ECG is widely used for diagnosing many cardiac diseases. These 

investigations can vary from minor to major as well as for life threatening cases. In ECG the electrical activity of the 

heart is generally sensed by monitoring electrodes placed on the skin surface. The electrical signal is very small 

normally 0.0001 to 0.003 volt and within the frequency range of 0.05 to 100 Hertz. In the present study we have taken 

into account the data of the ECG recording carried out using one of the biopotential amplifier circuits from lab session 

recorded about 16 minutes of data at a sampling frequency of 100 Hz which then trimmed down to 95000 samples. 

The present study is an intensive effort to understand the self similarity, periodicity, nonlinearity, chaos and 

complexity in the present ECG signal in order to have better understanding of the activity of human heart. 
 

Key words:ECG signal, fractal, periodicity, nonlinearity, chaos, self organized criticality. 

 

1. Description of the Problem  

We have used Higuchi method [1] to identify the fractal nature of the present signal. We have also applied Ferraz-

Mello method of Date Compensated Discrete Fourier Transform (DCDFT) [2] in the present signal to examine its 

periodicity. The delay vector variance (DVV) method has been exploited to investigate nonlinearity. Further 0-1 Test 

[3] has been performed in the present ECG signal to identify whether chaos is present in it or not. Presence of chaos 

will ensure its high level sensitivity to initial conditions and in that case any long-term prediction should not be 

reliable and we must concentrate on short-term predictions. Finally investigation is also done to find whether any self-

organized criticality (soc) [4] is present in it or not by means of integrated (cumulative) distribution. ‘soc’ is coined as 

the tendency of large dynamical systems to organize themselves into a critical state, with avalanches or "punctuations" 

of all sizes. In the critical state, events which would otherwise be uncoupled become correlated. ‘soc’ is one of the 

mechanisms by which complexity arises in a dynamical system. 

2. Main Outcomes  

 The obtained fractal dimension by Higuchi method possibly indicates a self similar nature that is the 

properties identified at the microscopic levels for the present signal may be repeated in macroscopic level. This 

perhaps strengthens the forecastability. 

 DCDFT analysis reveals a prominent period at 1.000015 time unit with almost 100% confidence level which 

further shows that we are having a rhythmic heart in the present case. 

 The present DVV analysis confirms the presence of deterministic nonlinear profile in the signal. 

 The present simulation using 0-1 test assures the presence of chaos in the signal. 
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 Cumulative distribution provides a power law with the index very near to 1 ensuring the presence of ‘soc’. 

This in turn fuels the possibility of an inherent complexity in the driving mechanism as well as suggests a possible 

existence of self-regulatory internal mechanisms that drive the system spontaneously to a statistical stationary state. 

The resulting organization is possibly distributed over all the components of the system as such it is typically very 

robust and able to survive and self-repair substantial damage or perturbations. 
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Abstract 
Chikungunya virus (CHIKV) is an arthropod-borne virus of alpha-virus genus and Togaviridae family. Initially, the virus is 
transmitted to human system through the bites of infected female Aedes mosquitoes mainly Aedes Aegypti and Aedes Albopictus. 

The objectives of the study are to propose a model on the transmission of Chikungunya virus and to analyze the mathematical 
model of Chikungunya virus transmission. We present two preliminary models that consists of the SEIR model for human 

population and SEI model for mosquito population. We check the Positivity of the model and estimate the Basic Reproduction 

Number 0R . We show that there exists a disease-free equilibrium (DFE) point that is locally asymptotically stable (LAS) if the 

basic reproduction number is less than 1 i.e. 0 1R   and unstable when 0 1R  .We also show the stability of the model by 

obtaining eigenvalues using Jacobian matrix at endemic equilibrium (EE) point. The numerical simulations are done in order to 

illustrate the behaviors of transmission of diseases for different values of parameters. 
Keywords: Chikungunya Fever, Aedes Mosquitoes, Dynamic model, Basic Reproduction Number, Equilibrium States. 

Introduction: 

Chikungunya is an emerging disease transmitted to humans by the bite of infected female Aedes mosquitoes [2]. 
Although Chikungunya is rarely fatal, it can cause fever, severe joint pain, muscle pain, headache, nausea, fatigue and 
occasionally a rash. First outbreak of Chikungunya virus was occurred in Southern Tanzania in 1952 but now it is 
endemic to many countries of Asia and Africa [3].Mathematical modeling is an important tool for describing the 

transmission of Chikungunya disease [4]. In this paper, we propose a mathematical model of the transmission of 
Chikungunya virus. 

Discussion of the model: 

In the study of Chikungunya virus transmission we consider two types of populations; human population (host) and 
mosquito population (vector). We divide the human population into four classes (susceptible, exposed, infective, 
removed) and mosquito population into three classes (susceptible, exposed, infective). 

The transmission of the Chikungunya disease is described by the following systemof ordinary differential equation: 

h
h mh m h h h

dS
I S S

dt
            (1) 

 h
mh m h h h h

dE
I S E

dt
            (2) 

 h
h h h h h

d I
E I

d t
           (3) 

h
h h h h

d R
I R

d t
          (4) 

   
m

m h m h m m m

dS
I S S

d t
           (5) 

 m
hm h m m m m

dE
I S E

dt
          (6) 

m
m m m m

d I
E I

d t
          (7) 
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Where, h =birth rate of human, h =death rate of human, mh =vector to human transmission rate, hm  = human to 

vector transmission rate, h  =infection rate of human , h  =recovery rate of human, m =birth rate of vector, m

=natural death rate of vector, m  =infection rate of human.We consider human population and vector population is 

constant and so h h h h hN S E I R     and .m m m mN S E I    

Analysis and Numerical results of the model: 
The model has two equilibrium points: “Disease-Free Equilibrium (DFE) point” and “Endemic Equilibrium (EE) 

point”. The Basic reproduction number (BRN) is: 0 1.21685 1.R    

Since basic reproduction number is greater than one so there is an epidemic of the disease i.e. the disease spreads 

when there is an outbreak. DFE is unstable steady state for 0 1R   and EE is locally asymptotically stable since

0 1R  . 

 
(a)   (b) 

Figure: Behavior of infective human and recovered human population. 

 
Conclusion:  
In the study, we constructed and analyzed the transmission model of Chikungunya disease with the effect of infection 

rate between host and vector populations. We estimated basic reproduction number as 0 1.21685R  . Based on the 

analysis we can be concluded that disease-free equilibrium is unstable and endemic equilibrium is asymptotically 
stable. From simulation results we observed that infected human population increased from initial value and then 
decreased with time while recovered human population increased from an initial value.  
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ABSTRACT  

MHD natural convection and fluid flow in a two-dimensional open inclined square cavity with a heated circular cylinder was 
considered. The opposite wall to the opening side of the cavity was first kept to constant heat flux q, at the same time the 
surrounding fluid interacting with the aperture was maintained to an ambient temperature T.The top and bottom wall was kept to 
low and high temperature respectively. The fluid with different Prandtl numbers. The properties of the fluid are assumed to be 
constant. As a result a buoyancy force is created inside the cavity due to temperature difference and natural convection is formed 
inside the cavity. The Computational Fluid Dynamics (CFD) code are used to discretize the solution domain and represent the 
numerical result to graphical form.. Triangular meshes are used to obtain the solution of the problem. The streamlines and 
isotherms are produced, heat transfer parameter Nu are obtained. The results are obtained in graphical as well as tabular form.. 
The graphical results show that heat flux is maximum when Hartmann number Ha is minimum. The  result shows that heat flux is 
a decreasing function of inclination and increasing function of Prandtl number.  

INTRODUCTION 

The physical problems are represented mathematically by different set of governing equations along with corresponding boundary 
conditions. The governing equations for mass, momentum and energy conservation are expressed in a normalized primitive 
variables formulation by using two-dimensional Navier-Stokes equation with magnetic force and energy equation. At first the 
governing equations are nondimensionalized. Then Galerkin’sweighted residual method of finite element method is applied to 
discretize the non-dimensional governing equations.  

The study related to heat absorption or rejection in the confined rectangular enclosures has been well discussed in the literatures 
by C. Taylor and P. Hood [1], Chan and Tien [2] investigated shallow open cavities and made a comparison study using a square 
cavity in an enlarged computational domain. In the result they observed that for a square open cavity having an isothermal vertical 
side facing the opening and two adjoining adiabatic horizontal sides satisfactory heat transfer results could be obtained, especially 
at high Rayleigh numbers.  S.Pervin, R. Nasrin [3], (2011) studied MHD  free convection and heat transfer for different values of 
Raleigh numbers Ra and Hartmann numbers Ha in a rectangular enclosure. Their results show that the flow pattern and 
temperature field are significantly dependent on the used parameters. Hossain, S.A.  Alim, M. A.  [4] (2012) studied natural 
convection heat transfer in an open square cavity containing a heated circular cylinder. In the result they found that the heat 
transfer rateincreases as Grashof number increases from 103 to 106.Hossain, S.A. et al [5] (2015) studied effects of  Rayleigh 
number Ra on MHD free convection heat transfer in an open square cavity with heat generation. In the result they found that the 
heat transfer rate increases as Ra increases  

MATHEMATICS 
The dimensionless governing equationsdescribing the flow of the problem are as follows: 

Continuity equation:           0
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Energy equation:         
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At Bottom wall:  0; 1, 0 1U V X     and Y = 0. At Top wall: 0 ; 0,0 1U V X     and  Y = 1; 

At the left wall :U =V =0 ; heat flux q = 200 ,X = 0, 0 Y1. At the right side & open side: Convective Boundary Condition 
(CBC), P = 0.  
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RESULTS AND DISCUSSIONS 

The results areobtained in terms of streamlines and isotherm patterns. The effects of variations of the inclinations of the cavity, 
Hartmann number Ha, Prandtl numbers Pr and the high temperatures at the bottom wall and cylinder are predicted. The governing 
parameters shows consistence performance of the present numerical approach to compute as temperature profiles and streamlines. 
The all results are computed for dr = 0.2. 
Due to increase of inclination, complex flow pattern characteristics were found for various Prandtl numbers Pr. This profile of 
isotherms, streamlines for inclinations 0o, 15o, 30o and 45o of the cavity are obtained. The isotherms are remained at the right half 
of the cavity and most of  the isotherms are concentrated at right lower corner of the cavity. Recirculations are formed around the 
cylinder in the cavity. But one small vortex is formed in the cavity for Pr = 0.72 and inclinationangle 45o. 

Here the total heat flux decreases mainly for higher inclinations.  This is because of the opening side become the upper side and 
the temperature difference become less than those of previous position of the cavity and buoyancy effect is less than before. It is 
also observe that heat flux increases for higher Prandtl numbers. The graphical results show that heat flux is maximum when 
Hartmann number Ha is minimum. The  result shows that heat flux is a decreasing function of inclination and increasing function 
of Prandtl number.  

CONCLUSION 
Finite element method is used to solve the present physical problem and analyze the effects of inclination angles 0o to 45o on 
heat flux and fluid flow for steady- state, incompressible, laminar and MHD free convection flow in a square open cavity 
containing a heated circular cylinder. The flow with Ra = 10000 in this work have been affected by the buoyancy force. 
Temperature fields are illustrated in the flow region. 

 The high temperature region remains at the lower portion near the open side of the cavity. 
    The isothermal lines are nonlinear for all inclination s used in this study. 
    The fluid flows counterclockwise in the cavity.  
 The almost all isothermal lines concentrated to the right lower corner of the cavity. 
    Several recirculations are formed around the cylinder counterclockwise. 
    One small vortex has been created in the flow field while 45o and Pr = 0.72 near cylinder. 
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Abstract 
Chemical compositions of Dhaincha samples were determined by wet chemical method. Efficiencies of three different 

preprocessing techniques: Savitzky-Golay (S-G) smoothing, Mean Normalization and Standard Normal Variate (SNV) have been 
assessed with FT-NIR spectroscopic data, and SNV shows the best results. Principal Component Regression (PCR), Partial Least-

Square Regression (PLSR) and Artificial Neural Network (ANN) were developed with raw and preprocessed data for chemical 
compositions. PLSR (R2≈0.79-0.98) is slightly better than PCR, but ANN (R2≈0.99) expresses the highest prediction efficiency. 
For prediction of lignin, spectral range 6501-5500cm-1 is the most informative, and for rest of the components the best range is 

550-4000cm-1. So the best prediction result can be obtained when FT-NIR data of range 6501-5500cm-1 for lignin and 550-
4000cm-1 for pentosan, holocellulose and α-cellulose of Dhaincha are preprocessed with SNV and calibrated with ANN. The 

method is non-destructive and cost effective to determine chemical compositions in Dhaincha. 
Introduction: 

Nonwood fiber is an important source for papermaking in many developing countries. Nonwood is advantageous in 
respect to higher biomass yield per hectare per year, consequently produces higher pulp yield per hectare than wood 
[1,2]. Dhaincha (Sesbania bispinosa) is one of the potential nonwood plant for pulping in Bangladesh.  Lignin, 
pentosan, holo cellulose, α-cellulose and similar other chemical components of such samples are determined 
traditionally by wet laboratory chemical method, which are tedious, time consuming and involvement of hazardous 
chemicals. In recent years, spectroscopic instruments such as NIR, Raman, UV are used to predict these parameters in 
different wood samples with the assistance of multivariate techniques [3,4].  Very rare attempt has been taken to 
quantify these components in nonwood samples [5]. None of the research has been carried out to develop 
spectrosctroscopic method for prediction of lignin, pentosen, holocellulose and α-cellulose in dhaincha by 
chemometric techniques.  For the first time, chemometric techniques are introduced in predicting chemical 
compositions of lignocelluloses in Bangladesh. Therefore, the objective of the study was to develop a fast and cost 
effective method for prediction of lignin, pentosen, holo cellulose, α-cellulose in Dhaincha by using NIR and 
Chemometric techniques with best performing spectral data preprocessing techniques by selecting most informative 
spectral region and with best chemoetric calibration techniques. 
Methods: 

Dhaincha samples of 21 accessions were collected from different location of the country and sun dried to remove dirt 
and leaves. First, in wet chemical process the Klason lignin,  pentosan were determined in accordance with Tappi Test 
Methods. Holocellulose was determined by treating extractive-free wood meal with NaClO2 solution. The pH of the 
solution was maintained at 4 by adding acetate buffer. 
 
Spectroscopic Data Acquisition: Fourier Transformed Near Infrared Spectroscopy (FT-NIR) spectroscopy was 
performed using a PerkinElmer FT-NIR spectrometer. The spectral range used was 12,000-4,000cm-1. For each 
sample, 32 scans were collected at a spectral resolution of 16 cm-1 with an interval of 4 cm-1, then 32 scans were 
averaged and stored as reflectance percentage (%R).  

Preprocessing of Spectral Data:  After acquisition of spectral data from FTIR, at first they are preprocessed with 
some transformations. In the study, three smoothing techniques such as Savitzky-Golay (S-G) smoothing, Mean 
Normalization and Standard Normal Variage (SNV) were applied and their efficiencies were assessed.NIR 
spectroscopic data are very large in number, and are collinear. So, Principal Component Analysis (PCA) has been 
done to reduce the dimensionality of the dataset by computing new sets of variables. 

Chemometric Calibration Techniques: Three calibration techniques namely, Principal Components Regression 
(PCR), Partial Least Square Regression (PLSR) and Artificial Neural Network (ANN) have been used to develop 
models for production of Chemical Component of Dhaincha such as lignin, pentosan, holocellulose and α-cellulose  
(Y) on the basis of Spectral data as input variables (X). In practicalLevenberg-Marquardt back-propagation neural 
network is used in ANN. In order to measure the performance of chemometric models, Root Mean Squared Error 
(RMSE) and Coefficient of Determination (R2) were used in the study.  
 
Results and discussions: 

Chemical Component of Dhaincha namely, lignin, pentosan, holocellulose and α-cellulose were measured by wet 
chemical methods first. It is obtained that lignin, pentosan, α–cellulose and holocellulose  content varied 
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approximately from 21 to 23%, 16 to 18%, 38 to 43%  and 66 to 75%  respectively.In the second stage, NIR spectral 
data of percentage reflectance against wave number have been taken from the instrument. Calibration models have 
been developed with raw data and pretreated data. Principal Component Analysis (PCA) shows that the first principal 
component express 99% whereas the second principal component express 1% of total variation. 

Prediction of holocellulose by PCR (R2≈0.99) produces very good results with raw data. For rest of the compounds, 
results are very poor in terms of R2. Here PCR is more predictive than PLSR.For α-cellulose prediction, PLSR 
(R2=0.93) is better than PCR (R2=0.83). For pentosen R2 is 60% by PCR and 75% by PLSR. Here, R2 varies from 78-
82% for prediction of lignin, pentosen and α-cellulose, but for holocellulose, it is 99% by PCR and 91% by 
PLSR.Among the preprocessing techniques used in the study, SNV shows the best results. For prediction of 
holocellulose R2 is 98% by PCR and 99% by PLSR. For α-cellulose prediction it is 96% and 97% respectively. For 
remaining component R2 varies from 78% to 82%.  
The whole spectral range does not contain information equally. So it is necessary to find the most informative region. 
Preprocessing technique of spectral data, SNV and calibration technique ANN depicts the best results; therefore the 
whole spectral range (SNV data) is divided into three sections, 7500-6500, 6501-5500 and 5501-4000 cm-1. By ANN, 
SNV treated data shows uniformly best prediction results for all chemical compositions for dhaincha. For lignin R2 is 
0.98, for pentosen 0.81, for holocellulose 0.99 and for α-cellulose it is 0.997. For prediction of lignin by PCR or PLSR 
the spectral range 6501-5500cm-1 is the most informative region. But for pentosan, holocellulose and α-cellulose 
prediction with either of these two calibration model, spectral region 5501-4000 cm-1 is the best.  

Conclusion: 

FT-NIR spectroscopic data in combination with chemometric techniques was successfully used to develop a method 
for quantification of  lignin, pentosan, holocellulose and α-cellulose in Dhaincha. With the best alternatives of spectral 
data preprocessing, range selection and calibration techniques, a time and cost effective nondestructive method is 
being proposed for prediction of Lignin, Pentosen, Holocelllulose and α-cellulose in Dhaincha,  a potential nonwood 
raw martial of paper and pulp industries.  
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Abstract 

Periodic control systems are of interest in many engineering and mechanical research.    Analysis and 
stabilization of periodic control systems are strongly related to the periodic matrix equations, known as 
periodic Lyapunov equations. This paper presents the iterative algorithms for solving a class of periodic 
Lyapunov equation, known as periodic projected discrete-time algebraic Lyapunov equation.  A remarkable 
contribution of these types of equations are seen in periodic control problems and also in dimension reduction 
of periodic systems in descriptor forms. We  generalizes  the Smith  iterations for the  iterative  periodic 
solutions  of  the  projected  discrete-time  algebraic  Lyapunov  equations.   We proposed a bi-directional 
recursive algorithm which handles the periodicity of the dynamical  systems  and  the  iteration  strategy  
simultaneously  to  compute  the approximate solutions of those periodic  solutions. We also introduce an 
approach to compute the low rank solutions of those approximate solutions. Computational results are 
illustrated at the end to report the efficiency of the suggested methods. 

 

 
Preliminaries:In this paper, we consider the discrete-time dynamical system in periodic descriptor state-space form 
withlarge order n = (n0, n1,…, nK-1) as  

𝐸 𝑥 =  𝐴 𝑥 + 𝐵 𝑢  ,
𝑦 = 𝐶 𝑥  ,       𝑘 = 0,1, … . , 𝐾 − 1,

(1) 

where 𝐸 ∈ ℝ × , 𝐴 ∈ ℝ × , 𝐵 ∈ ℝ ×  , and𝐶 ∈ ℝ ×   are the system matrices, 𝑥 ∈ ℝ  is the 
state or descriptor vector, 𝑢 ∈ ℝ  is the control input, and 𝑦 ∈ ℝ  is the output. The system has period K ≥1. 
These types of dynamical systems are generally constructed from discretization of large and complex mathematical 
models that describe different engineering problems. Many important analysis of the dynamical system (1), such as 
stability analysis, feedback controller design, model reduction, etc. are directly related to the solution of the projected 
periodic Lypaunov equation (PPLE) associate with system (1): 
                               𝐴 𝑃 𝐴 − 𝐸 𝑃 𝐸 =  −𝛱 𝐵 𝐵 𝛱  ,    𝑃 = 𝛺 𝑃  𝛺                                    (2) 
where  𝑃  is called the periodic controllability Gramian of (1), and 𝑃 = 𝑃  . Here 𝛱  and 𝛺   are the periodic 
projectors associated with the periodic matrix pairs {(𝐸 , 𝐴 )}   for k=0,1,2,...., K-1. The numerical solution of (2) 
has been considered in [Chu et al. (2007)]. For large and sparse descriptor system iterative solution of (2) with 
efficient computation is sought. A similar equation arises for observability Gramian.  
Iterative Solution:We apply the concept of generalized reflexive  inverses of the periodic matrix pairs associated with 
the system (1) [Varga (2004)]. The generalized reflexive pairs {(𝐸 , �̅� )}   computed from {(𝐸 , 𝐴 )}   for 
k=0,1,2,...., K-1, results in the iterative computation periodic Lyapunov equations (2). We apply the generalized Smith 
method for computing the solution of (2) in lifted form, which is nothing but an LTI reformulation strategy of the 
corresponding LTV model  [Benner et al. (2011)]. The proposed Smith algorithm suggests to compute the periodic 
Gramian 𝑃  as Cholesky factors Pk= Rk Rk

Trecursively, for k=0,1,2,...., K-1.Analysing and applying algebraic 
manipulation on the lifted form of (2), one can recognize that the periodic matrices Ek, Ak, and Bk appear in  a  cyclic 
bi-directional  manner  in  periodic  computations  of  the  Cholesky  factors  Pk,i = Rk,iRk,i

Tfor different values of k 
(k=0, 1,…., K-1) at eachi-th iteration step. 
 
Numerical Results:We consider an artificial discrete-time model from [Benner et al., (2014)]. The resulting periodic 
model has 𝑛 =  404, 𝑚 = 2, 𝑙 = 3,  and a period K =10.We computed the approximatesolution of the periodic 
Gramians with minimum number of iterations. 
 



 

Figure 1: Normalized errors in controllability type approximate solution
Figure 1 shows the error of level 10-10 in computing the periodic Gramians  of controllability type Lyapunov equation 
in lifted form. We observe the similar satisfactory computation for observability type Lyapunov equation in Figure 2.

Figure 2: Normalized errors in observability type approxi
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Abstract 

Computation of ℋ -norm for a large-scale control system is one of the challenging tasks in system and control theory. Because, 

one has to solve a continuous-time algebraic Lyapunov equation to find the controllability or observability Gramians of the system 

which are the main ingredients of the system ℋ -norm. The task becomes even more complicated if the systems are in descriptors 

form; i.e., a systems whose dynamics obey differential-algebraic equations (DAEs). In this research, we develop an algorithm to 

computeℋ -norm for index-1 DAEs efficiently. The proposed algorithm is experimented by using power-system model. 

Numerical results show the efficiency and capability of the proposed algorithm. 
 

Extended Abstract 
 

We discuss a method to computeℋ -norm for the Index-1 Differential Algebraic Equations (DAEs) of the form 
𝐸�̇�(𝑡) = �̅�𝑥(𝑡) + 𝐵𝑢(𝑡), y(t) = 𝐶̅𝑥(𝑡),                                                       (1) 

where 𝐸 =  
E 0
0 0

, �̅� =  
J 𝐽
𝐽 𝐽

, 𝐵 =  
𝐵
𝐵

,𝐶̅ =  [𝐶 𝐶 ]      and   𝑥(𝑡) =  
𝑥
x , and in which x1(t)∈ ℝ  is the 

state of differential variable and x2(t)∈ ℝ  is the state of algebraic variable, u(t)∈ ℝ   is input vector and y(t)∈ ℝ  is 
output vector. In the literature, (see, e. g., [1]) such system is known as differential algebraic equations (DAEs) or 
descriptor system of index-1 form. Eliminating the algebraic part i,e;𝑥 (𝑡) the system(1) can be converted into the 
generalized system 

𝐸�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢(𝑡) , y(t) = 𝐶𝑥(𝑡) + 𝐷,                                        (2) 
 

where the coefficient matrices are 𝐸 ≔ 𝐸 , 𝐴 ≔ 𝐽 − 𝐽 𝐽 𝐽 ,   𝐵 ≔ 𝐵 − 𝐽 𝐽 𝐵 , 𝐶: = 𝐶 − 𝐶 𝐽 𝐽 , and 𝐷 ≔

−𝐶 𝐽 𝐵  . Although the original system  is sparse, in this representation the system becomes dense. Therefore, in 
practice we never form (2) explicitly to avoid additional computational complexity.   The dynamical systems (1) and 
(2) are equivalent, since the transfer function for both the system are same and their finite Eigenvalues are coincided. 
Note that the transfer function of the system (2) can be defined as 𝐺(𝑠) = 𝐶 (𝑠𝐸 − 𝐴) 𝐵 + 𝐷, where s∈ ℂ. The 
system is stable if all the finite Eigen values of the matrix pencil𝑃(𝜆) = (𝜆𝐸 − 𝐴) for all 𝜆 ∈ ℂ have negative real 
part.  Otherwise, the system is called unstable. For the stable system (2) the ℋ -norm can be defined as [3] 
 

ℋ = 𝐭𝐫𝐚𝐜𝐞(𝐶𝑃𝐶 ),                                                                          (3) 
 

where 𝑃 is known as the controllability Gramian of the system and is the solution of the continuous-time 
controllability algebraic Lyapunov equation 
 

𝐴𝑃𝐸 + 𝐸𝑃𝐴 + 𝐵𝐵 = 0,                                        (4) 
 

where all the matrices are defined in (2). In case, the system (2) is unstable, we apply an initial feed-back matrix 𝐾  to 
stabilize the system, and the stabilized system has the form  
 

  𝐸(𝑡) = (𝐴 − 𝐵𝐾 )𝑥(𝑡) + 𝐵𝑢(𝑡), y(t) = 𝐶𝑥(𝑡).                                                       (5) 
 
Therefore, the corresponding Lyapunov equation of the stabilized system becomes  
 

(𝐴 − 𝐵𝐾 )𝑃𝐸 + 𝐸𝑃(𝐴 − 𝐵𝐾 ) + 𝐵𝐵 = 0.                                                        (6)                     
 

If the system (2) is not stable to compute the ℋ -norm we have to solve this Lyapunov equation. Computing the 
Gramian Ƥ by solving the Lyapunov equation (6) for large scale system is impossible. If number of inputs and outputs 
are very small compared to the number of states then the Gramian Ƥ can be approximate by it’s low rank factor  that is 
we can compute a thin rectangular matrix 𝑅 ∈ ℝ ×  (𝑟 ≪ 𝑛 ), such that,  𝑃 ≈ 𝑅𝑅  for example this can be done by 
low-rank alternating direction implicit (LR-ADI) iteration[2].  The whole procedure to compute the low-rank Gramian 
factor 𝑅 is presented in the following algorithm. 
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Algorithm 1:  LR-ADI iteration to solve (6) 

 

Input :  𝐸, 𝐴, 𝐵, 𝐾 as in (6) and shift parameters{µ , µ , … , 𝜇 }. 

Output : 𝑅 such that  𝑃 ≈ 𝑅𝑅∗. 
1.  R = [ ], W0 = B,    i = 1. 
4.  while 𝑊 𝑊 > 𝑡𝑜𝑙𝑜𝑟𝑖 ≤ 𝑖  do 
5.      Solve (𝐴 − 𝐵𝐾 + 𝜇 𝐸 )𝑥 = 𝑊 . 
6.       if Im(𝜇 )=0 then  

7.            𝑍 = [𝑍 −2𝑅𝑒(𝜇 )𝑉 ],  𝑊 = 𝑊 − 2 𝑅𝑒(𝜇 )𝐸𝑉 . 
9.       else 

10.          𝛾 = 2 −𝑅𝑒(𝜇 ) ,   𝛽 =
( )

( )
, 

𝑍 = 𝑍𝛾 𝑅𝑒(𝑉 ) + 𝛽𝐼𝑚(𝑉 ) 𝛾 (𝛽 + 1). 𝐼𝑚(𝑉 )  , 

12.          𝑊 = 𝑊 − 4𝑅𝑒(𝜇 )𝐸(𝑉𝑖 + 2𝛽𝐼𝑚(𝑉 )). 
13.          i=i+1 
14.      end if 
15.      i=i+1 
16. end while 
 

Note that, in step 5 of this algorithm, instead of solving a dense linear system we can solve the liner system  
 

𝐽 + 𝜇 𝐸 𝐽
𝐽 𝐽

−
𝐵
0

[𝐾 0]
𝑉
0

=
𝑊

0
. 

 
We experiment our proposed method to a power system model introduced in [1] which is index-1 descriptor form. The 
dimension of this model 7135 (n1=606, n2=6529) and number of inputs and outputs are 4. Computation is carried out 
by use MATLAB® 7.12.0(R2011a) on a board with Intel® CORE i5. The computed ℋ -norm of the system is 
190.3610. The same result can be obtained if we use exact procedure. In this procedure using MATLABnorm 
command to find  ℋ -norm of system (6). This exact procedure takes 190.299 s (approx) CPU time. While, the 
proposed method takes approximately 10.91 (sec). 
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Abstract 
 

The main motivation of our article is to implement generalized bilinear differential operators to create a (3+1)-

dimensional potential-Yu-Toda-Sasa-Fukuyama (YTSF) like equation linked with prime number 3p . Specific 

features of lump solutions realistically localized in all directions of the (3+1)-dimensional potential-YTSF like 
equation is founded from bilinear closed form of it. Six free parameters are exist in the achieved lump solutions. 
Among them two parameters are owing to the translation invariance of the YTSF equation and the remaining 

parameters suit a non-zero determinant condition.  

 

Conclusion:Applying generalized bilinear derivatives a novel YTSF like equation is formulated successfully and 
presented a optimistic quadratic polynomial function lump solutions to the novel equation. Adequate conditions on 
parameters involving in the achieved solutions are proposed to be lump solutions. Some 3D plots and several contour 
plots of the lump solutions with demanding choices of the existing parameters are made to show energy distribution of 
the lump waves and can be used to visualize the other properties of rogue wave phenomena. 
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Abstract 

Pawar and Joshi in [7] have introduced the notion of prime graph 𝑃𝐺 (𝑅)of a ring 𝑅. Here, we define a simple undirected graph 

𝑃𝐺 (𝑅) with allthe elements of a ring 𝑅 as vertices, and two distinct vertices 𝑥 and 𝑦 areadjacent if and only if either 𝑥 ∙ 𝑦 = 0 or 

𝑦 ∙ 𝑥 =  0 or 𝑥 +  𝑦 ∈ 𝑍(𝑅),the set of all zero divisors of 𝑅 (including zero). We have proved that𝑃𝐺 (ℤ ) is Eulerian for any 

odd positive integer 𝑛. Also we discuss thePlanarity and girth of 𝑃𝐺 (𝑅) and some cases which gives the degree ofall vertices in 

𝑃𝐺 (𝑅), over a ring ℤ , for 𝑛 ≤ 100. 

 

Bodyof the extended abstract: Here are some main outcomes of the paper. 

Theorem:𝑃𝐺 (ℤ ) is never complete graph unless 𝑛 = 2 or 3. 

Theorem: 𝑃𝐺 (ℤ )is Eulerian, when 𝑛 is odd positive integer. 

Theorem:𝑃𝐺 (ℤ )is planar if and only if 𝑛 = 4;  6 or 𝑛 is a prime. 

Theorem: The girth of 𝑃𝐺 (ℤ ) is, 

girth 𝑃𝐺 (ℤ ) = ∞;  if 𝑛 = 2; 

  = 3;   otherwise: 

Discussion/Conclusion: In this paper we have introduced a new type ofgraph called 𝑃𝐺 (𝑅)and found the degrees of 

verticesin 𝑃𝐺 (𝑅)by distributing the vertex set 𝑉 (𝐺) into two sets viz. the set of all zero-divisors and the set of all 

units. Also we have given important results for Eulerianity, Planarity andgirth of 𝑃𝐺 (𝑅) and some cases are 

discussed which gives the degree of all vertices in 𝑃𝐺 (𝑅) for the ring ℤ , for 𝑛 ≤ 100. 
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Abstract 

This paper examines numerically the hydrodynamic mixed convection nanofluid flow in a lid-driven porous square cavity 
including elliptic shape heated block with corner heater by using the finite element method. The top lid moves at a constant speed 
with cold temperature. The corner heater is under isothermal boundary conditions with different length in bottom and right 
vertical walls. Cu-water nanoparticle is tested. Numerical results are obtained for a wide range of parameters such as Darcy 
numbers, Grashof number, Renolds number and nanoparticles. Comparisons with previously numerical works are performed and 
good agreements between the results are observed. The streamlines, isotherms, velocity plots, temperature, local and average 
Nusselt number, average fluid temperature in the enclosure is presented and discussed. It is found that both the Darcy number and 
moving lid ordinations have a significant effect on the flow and thermal fields in the enclosure. Heat transfer also increases with 
increasing of heater length. It was found that the heater location affects the flow and temperature fields when using nanofluids. 
Outcomes: 
The theoretical prediction of this study may be a useful guide for research and experiments on hydrodynamic mixed 
convective nanofluid flow in lid-driven porous square cavity including elliptic shape heated block with corner heater 
to control the rate of heat transfer. The numerical results will indicate the strong influence of the mentioned 
parameters on the flow structure and heat transfer as well as average Nusselt number. The flow characteristics of the 
problems are expected to be controlled by the relevant governing physical parameters. Here it is to be mentioned that 
flow and heat transfer are used in industrial processes like heat exchangers, piping, micro-electronics, hard disk, CD 
drives etc. 
Mathematical Formulation 
The physical models under consideration are mixed convection nanofluid flow lid-driven porous square cavity with 
corner heater. The height and the width of the cavity are denoted by L=H (Square enclosure). The top wall is 
cold temperature with lid-driven moves left to right. The corner heater has isothermal boundaries in both 
vertical and horizontal direction respectively. Remaining walls are also adiabatic. The magnetic field of 
strength B is applied parallel to x-axis. 
The governing equations are written in the following dimensionless form:  

𝜕𝑈

𝜕𝑋
+

𝜕𝑉

𝜕𝑌
= 0 

𝑈 + 𝑉 = − +
( ) . + −

( )
𝑈 

𝑈 + 𝑉 = − +
( ) . + −

( )
𝑉+

( )
𝜃 

𝑈 + 𝑉 = +  

The nonlinear governing partial differential equations, i.e., mass, momentum and energy equations are transferred into 
a system of integral equations by using the Galerkin weighted residual finite-element method. 
To computation of the rate of heat transfer, Nusselt number along the hot wall of the enclosure is used that is as 
follows: 

 5                                                                                                                          
0




Y
local Y

Nu


The average 

Nusselt number of the hot wall is obtained as follows: 


1

0
(6)                                                                                                                          dXNuNu local  

Grid Refinement Check 
We examined four different non-uniform grid systems with the following number of elements within the resolution 
field. It is observed that grid independence is a achieved with 2393 elements where there is in significant change in Nu 
with further increase of mesh elements.  Four different non-uniform grids with the following number of nodes and 
elements were considered for the grid refinement tests. From these values, 3494 nodes 2393 elements can be chosen 
throughout the simulation to optimize the relation between the accuracy required.    

(4) 

(1) 

(3) 

(2) 
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Fig. 1:  Effect of grid refinement test on average Nusselt number Nu, while Da = 1e-5 - 1e-2, Ra = 105, Gr = 105 and 
Pr = 6.2. 
Results 
Numerical analysis of hydrodynamics mixed convection nanofluid flow in a lid-driven porous square cavity including 
elliptic shape heated block with corner heater has been performed using the finite element method. The effect of solid 
volume fraction of nanofluid, types of nanoparticles, length of the heater, location of the corner heater and heat 
generating parameters as Darcy number, Grashof number are analyzed. Renolds number is fixed as 100 and the 
Prandtl number is taken as Pr = 6.2 for all computations.Validation of the code was done by comparing streamlines 
and isotherms with result by Hakan F. Oztop et al. [2] and they obtained results show good agreement.  
Conclusions 
Mixed convection nanofluid flow in a lid-driven porous square enclosure withcorner heater has been investigated. 
Both Darcy and moving lids ordinations have a significant effect on the flow and thermal fields in the temperature.The 
type of nanofluid in a key factor for heat transfer enhancement. The highest values are obtained when using Cu 
nanoparticles.Fluids flow and heat transfer characteristics inside the cavity strongly depend on the corner hearer. The 
average Nusselt number at the hot wall becomes higher and average fluid temperature in the cavity become lower for 
the lower values of the heater length as the considered Grashof number. Different velocity profiles are observed 
depending on the moving lid cases and Darcy.In the future, the study can be extended for higher darcy and Grashof 
numbers, different types of nanofluids. An optimization on study may be necessary for this study but it is not a goal of 
the present study. 
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Abstract 
This article reports on mixed convection in a lid-driven benzene shape cavity with corner heater 
are numerically simulated by finite element method. The left and right walls are cold with moving 
lid directions top to bottom and other walls remaining adiabatic. An heated elliptic shape block 
inside the cavity while the constant heat flux is located on right lower corner of the benzene. The 
effects of governing parameters, namely Richardson number, Grashof number, Reynolds number 
is used with Prandtl number 0.71 throughout the simulation. The fluid flow behavior of 
streamlines, isotherms, velocity plots and the variation of the average Nusselt number and average 
fluid temperature along the constant heat flux source were considered. The present results are 
validated by favorable comparison with previous published results. The results of the problem are 
presented in graphical and tabular forms and discussed.   
Outcomes 
The theoretical prediction in this study may be a useful guide for research and experiments on 
mixed convection lid-driven benzene shape cavity with corner heater to control the rate of heat 
transfer. The flow characteristics of the problems are expected to be controlled by the relevant 
governing physical parameters would result in higher heat transfer. Possible applications of the 
finding from this research would be in the field of conveyer Belt, Escalator and lift or elevator, 
Ventilation, heating and cooling flows in buildings. Flow and heat transfer in industrial processes 
(boilers, heat exchangers, blowers, piping etc.).  
Formula and Mathematical analysis 
The governing equations including the two-dimensional transient equations of the continuity, 
momentum and energy for incompressible flows are expressed in the non-dimensional form can be 
written as follows. The equations are non-dimensional by using the following dimensionless 
quantities  
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where 𝜐 =   is the reference kinematic viscosity and 𝜃 is the non-dimensional temperature. After 

substitution of dimensionless variable we get the non- dimensional governing equations are:  
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Where, Pr is the Prandtl number, Re is the Reynolds number, Ri is the Richardson number and   
Ha is the Hartmann number are defined as  

𝑅𝑒 = , 𝑅𝑖 =
( )

, 𝑃𝑟 =  and Ha= 𝐵𝐿  

To computation of the rate of heat transfer, Nusselt number along the hot wall of the enclosure is 
used that is as follows: 
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The average Nusselt number of the hot wall is obtained as follows: 


1

0
                                                                                                                        dXNuNu local

Results

 In the present study, numerical results of mixed convection in a lid-driven benzene shape cavity 
with corner heater are numerically simulated. The calculations are carried in two parts. First, the 
effects of Grashof number are chosen as Gr = 103 to 106 is investigated. In the second part, the 
calculation are performed Richardson number is ranging from 0.1 to 100. Results of these 
simulations are presented and discussed in the following two subsections.Validation of the code 
was done by comparing streamlines and isotherms with result by Hakan F. Oztop et al. [2] and 
they obtained results show good agreement.  
Effects on Grashof number: 
In this section, streamlines, isotherms, velocity, Local Nusselt number, Average Nusselt numbers 
for various values of Grashof numbers ranging from 103 to 106 while Richardson number is fixed 
at Ri = 1 and Re = 100. To have a comparative look, the streamlines and the isotherms are more 
fluid rise in the cavity.  
Effects on Richardson number: 
In this section, numerical study on mixed convection lid-driven benzene shape cavity with corner 
heater  that were arranged show that at Ri is connections of the streamlines, isotherms, close to the 
triangular cavity heated blocks increases, which indicates that the heat transfer is through forced 
convection. By increasing the Ri, we can see a small counterclockwise rotating eddy inside the 
cavity. In this section we consider Ri = 0.1 to 100 while Gr = 10000, Re = 100. Forced convection, 

mixed convection and natural convection regime based on Richardson number, 
2

,
Re

Gr
Ri   

respectively. The Prandtl number Pr = 0.71 for all computations. 
Conclusion 
Numerical study on mixed convection in a lid- driven benzene shape cavity with corner heater has 
been performed. Results have been presented in terms of streamlines, isotherms, average Nusselt 
number at the heated block average temperature of the fluid and the temperature at the elliptic 
shape block to analyze the effect of Richardson number, Grashof number and Reynolds number on 
the fluid flow and heat transfer in the cavity for the aforementioned Prandtl number. Grashof 
number Gr has a great significant effect on the streamlines and isotherms at the three convective 
regimes, Buoyancy- induced vortex in the streamlines increased and thermal layer near the heated 
surface become thin and concentrated with increasing Re. The average Nusselt numbers at the 
heated surface is always upper and the average temperature in the cavity is inferior for the largest 
value of Re.Recirculation cell in the streamline plot decreases and thermal boundary layer 
thickness near the heated wall decreases strongly with increasing the values of Re at the three 
convective regimes.  
References 

[1] Al-Amiri, K. Khanafer, I. Pop, (2007): Numerical simulation of unsteady mixed convection in a driven 
cavity using an externally excited sliding lid, Int. J. Heat Mass Transfer, Vol. 50, pp. 1771–1780. 

[2] Hakan F. Oztop, Khaled Al-Salem, Ioan Pop, MHD mixed convection in a lid-driven cavity with corner 
heater, International Journal of Heat and Mass Transfer 54 (2011) 3494-3504.  

[3] H. Oztop, I. Dagtekin, Mixed convection in two-sided lid-driven differentially heated square cavity, Int. J. 
Heat Mass Transfer 47 (2004) 1761-1769. 
 

 
 
 

 
 

 

 

 
 

 



1
3

 

P115: Fluid  

Optimal Control Based Treatment Strategies Applied to Environmentally Mediated 
Infectious Disease Transmission Model 

 Shohel Ahmed1, Md. Abdul Alim2 and Sumaiya Rahman3 

1,2 Department of Mathematics, Bangladesh University of Engineering and Technology 
Dhaka-1000, Bangladesh 

3 Department of Statistics, University of Dhaka 
Dhaka-1000, Bangladesh 

*Email: shohel2443@math.buet.ac.bd, maalim@math.buet.ac.bd, sumaiyarahman14.sr@gmail.com 

 

Abstract 
A variety of environmental variables, including temperature, rainfall and hydrology etc. are very sensitive for macroparasites of 
humans. The mathematical models that describe them have included the effects of time-varying environmental processes on 
transmission dynamics. We consider an SEIRW model with variable size population which is an extension of the simple SEIR 
model by adjoining a compartment W that tracks the pathogen concentration in the environment and formulate an optimal control 
problem subject to the model with three types of treatments strategies are used as control variables. The objective function is 
based on a combination of minimizing the number of infected individuals and the cost of treatments. The proposed model and 
optimal control strategy show how infectious individual as well as pathogen concentration can be controlled. The optimal control 
is obtained by solving the optimality system which was composed of four nonlinear ODEs with initial conditions and five 
nonlinear adjoint ODEs with transversality conditions. The results were analyzed and interpreted numerically using MATLAB. 

Objectives and possible outcomes: 
Many infectious disease interventions, including water treatment, hand hygiene, and surface decontamination, target 
pathogens in the environment. Environmentally mediated infectious disease transmission model will provide a 
mechanistic approach to examining environmental interventions for outbreaks, such as water treatment or surface 
decontamination. The effects of environmental variations on the dynamics of disease together with the possible 
benefits of control intervention strategies such as vaccination, treatment and pathogen suppressing drugs under the 
assumption of a homogeneous population will be investigated. Specifically,we will determine the optimal use of the 
intervention strategies to mitigate the spread of the disease. 
 

In the present study, it will show that how multiple control schemeresulted in minimizing the number of infected 
individuals and at the same time in a reduction of the budget related with the disease. One of the goals in this work is 
to develop a technique which could be used by the medical community to determine drug dosing tailored for 
individual patients. Determining such an optimal strategy would be of tremendous practical value, provided that 
reasonable estimates can be made for the parameter values for a given individual.  
 

Outline of Methodology/Experimental Design: 
Consider the standard SEIR model [1] under the assumption of variable population size, together with a compartment 
W(t) that measures pathogen concentration in the environment.Susceptible individuals become infected either by 
contact with infected individuals or through contact with contaminated source. Infected individuals can in turn 
contaminate the source compartment by shedding the pathogen intoW(t). An infected individual thus generates 
secondary infections in two ways: through direct contact with susceptible individuals and by shedding the pathogen 
into the water compartment, which susceptible individuals subsequently come into contact with it. The corresponding 
model equations with interventions are 
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Here, )(tS  represents the susceptible individual density, )(tE  represents the exposed individual density, )(tI  

represents the infected individual density, )(tR  represents the recovered individual density, and )(tW  represents the 

pathogen concentration in environment. Here, I and W  are the transmission rate parameters for person-to-person 

and contaminated source-to-person contact, respectively. The birth and non-disease related death rate are given by 
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and d . The mean infectious period is given by /1 . The pathogen shedding rate from infected individuals into the 

water compartment is given by , and  gives the decay rate of pathogen from the environment by any means 
(naturally dying, being killed by decontamination processes, or being cleaned or otherwise removed from the 
environment). The controls )(1 tu  is the proportion of the susceptible individuals that is vaccinated per unit time, 

)(2 tu  is the proportion of the infective individuals that is treated per unit time and )(3 tu  works as a proportion of 

pathogen suppressing drugs in the environment. The multiple control scheme (vaccination, treatment and pathogen 
suppressing drugs) if it minimizes the objective functional 
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subject to the multiple controls model (1), where T is the final time and the coefficients, A, B, C and D are balancing 
cost coefficients. The performance specification involves minimizing the number of infected individuals as well as the 
costs for applying the controls. 
 
Conclusion: 

The adoption of an environmentally mediated infectious disease transmission model provides a theoretical basis for 
understanding and modeling intervention efficacy in realistically detailed situations involving diverse venues where 
transmission takes place. We investigate the benefits of introducing multiple control intervention strategy since it is 
the best among the single control and control-free model.By analyzing an appropriate optimal control cost functional 
subject to the multiple controls model, we obtaine an optimal control triple that reduces the spread of infections with a 
minimum cost. We use Pontryagin’s maximum principle to characterize the controls and derive the optimality system. 
Numerical simulations of the resulting optimality system shows that, in the case where it is more expensive to 
vaccinate than to treat, resources should be invested in treating the disease until the disease prevalence begins to fall. 
This option, however, does not reduce the number of susceptibles quickly enough, thus resulting in an overall increase 
in the infected population. On the other hand, if it is more expensive to treat than to vaccinate, then more resource 
must be put into vaccination.This latter case resulted in a rapid reduction in the susceptibles as well as an appreciable 
reduction in the number of infectives. Nevertheless, the case where both measures are equally expensive show that the 
optimal way to drive the epidemic towards eradication within the specified period is to use more of the vaccination 
control and less of the treatment control initially to drive the epidemic to below certain threshold afterwhich we can 
then apply less of vaccination control and more of the treatment control. 
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Abstract 

The present paper addresses fully developed two-dimensional flow of viscous incompressible fluid through a rotating 

curved duct with differentially heated vertical sidewalls. Spectral method has been used as a basic tool to solve the system of non-

linear partial differential equations. Numerical calculations are carried out over a wide range of the Taylor number (−300 ≤

𝑇𝑟 ≤ 1500) over the Dean number 𝐷𝑛 = 1000 for twocases of the duct rotation, Case I: Positive rotation and Case II: Negative 

rotation. For positive rotation, we investigated unsteady solutions by time evolution calculations, and it is found that the unsteady 

flow undergoes in the scenario ‘multi-periodictransitional chaoschaoticsteady-state’, if Tr is increased in the positive 

direction. For negative rotation, however, time evolution calculations show that the multi-periodic flow turns into chaos, if Tr is 

increased in the negative direction. Typical contours of secondary flow patterns, temperature distributions and axial flow 

distribution are also obtained at several values of Tr, and it is found that the unsteady flow consists of single, two- and four-vortex 

solutions. The present study demonstrates the role of secondary vortices on convective heat transfer and it is found that convective 

heat transfer is significantly enhanced by the secondary flow. 

Introduction 

Due to ample applications from medical services to industrial activities, the study of flow and heat transfer 

through curved micro-channels have attracted much attention to the researchers. Among various micro-fluidic devices, 

the curved micro-channel is identified as one of the essential elements for improving heat transfer performance, 

shifting fluid flow direction, enhancing mixed efficiency and increasing fluid path within a miniature area (Kockmann, 

2005). In addition to connecting different chemical chambers, micro-channels are also used for reactant delivery, 

physical particle separation, fluidic control, chemical mixing, and computer chips cooling. A review of the literatures 

relative to researches conducted in straight or curved micro-channels during the last decade has revealed that only a 

handful of experimental or computational evaluations were done on the study of flow characteristics in curved micro-

channels (Luo 2005; Wang and Liu, 2007).In this study, our objective is to investigate numerical solutions of the flow 

through a rotating curved square micro-channel for the small and large curvatures. 

Mathematical Formulations 

The flow field with coordinate system is shown in Figure 1. The governing equations are 
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Figure 1: Coordinate system 
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The rigid boundary conditions for w and  are

( 1, ) ( , 1) ( 1, ) ( , 1) ( 1, ) ( , 1) 0w y w x y x y x
x y
               
 

In this study, we used spectral method to 

get the unsteady solutions for various parameters.  

Results and Discussion 

We investigate unsteady solutions of the flow through a rotating curved micro-channel for Dn = 1000, Gr = 

100 and curvature 0.5 over a wide range of Tr. We studied time evolution of 𝜆 for both positive and negative 

rotation. Figure 2 shows time evolution for 𝑇𝑟 = 0. As seen in Figure 2, the time-dependent solutions for 𝑇𝑟 = 0is a 

multi periodic oscillation. We also obtained solutions for negative rotation. 
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Conclusion 

We first investigated time evolution of the resistance coefficient 𝜆 for the positive and negative rotationof the 

curved square micro-channelfor −300 ≤ 𝑇𝑟 ≤ 1500 at 𝐺𝑟 = 100  and with Dean number 𝐷𝑛 = 1000. For positive 

rotation, it is found that, the flow undergoes ‘multi-periodictransition chaoticchaoticsteady-state’. The 

secondary flow is asymmetric two vortex solutions for−10 ≤ 𝑇𝑟 ≤ −50, symmetric two-three vortex solution 

for−100 ≤ 𝑇𝑟 ≤ −300. 
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Figure 2: Time evolution, phase space and secondary flow patternsfor the unsteady solutions for Tr = 0.  
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In this work, we proposed a modified FHN-
scaled function  obtained from a given function. We study the existence and the stability of the periodic
(or wavetrains) for the FitzHugh-Nagumo (FHN) system and the modified one and compare the results. The stability 
results of the periodic traveling waves (PTWs) indicate that most of the solutions in the fast family of the PTWs are 
stable for the FitzHugh-Nagumo equations. The instability occurs only in the waves having smaller periods. However, 
the smaller period waves are always unstable. The fast family with sufficiently large periods is always stable in FHN 
model. We found that the oscillation of pulse widths is absent in the standard FHN model. Therefore, we have studied 
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Abstract 

Black-Scholes equation is a well known partial di_erential equation(PDE) all over the world in financial 
mathematics. In the recent time researchers from mathematical physicists have begun to continue with 
academic research in economics. A large number of researchers are now actively involved in an emerging 
_eld which is popolarly known as  conophysics.  Econophysics applies statistical physics methods to 
economical, financial, and social problems. 
 
In this study, we consider such a problem popularly known as Black-Scholes model. Here we study some 
numerical methods and analytical methods to find solutions of the equation. We approximate the model 
using finite di_erence schemes and finite element schemes in space first followed by several numerical 
time integration schemes. We present the numerical result of semi-discrete and full discrete schemes for 
European and American options. We finish with some conclusions  and restrictions. 
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Model order reduction (MOR) has ubiquitous and extensive application to analysis complex large structured dynamical 
systems.This paper discusses a balancing based model order reduction method for semi explicit descriptor systems of index 1. 
This technique requires the solution of two Lyapunov equations. We develop a projection based technique Rational Krylov 
Subspace method to find the low rank approximate solution of the Lyapunov equations. We also show how to avoid the 
complexities of shift computation for the solution of projected Lyapunov equations. The effectiveness of the developed algorithm 
is demonstrated in an example. 
 

Extended Abstract 
In this paper we discuss an efficient techniques for model reduction of large scale semi explicit index-1 descriptor 
system [1] of the form 

𝐸 𝐸
0 0

�̇�
𝑥 ̇

=
𝐴 𝐴
𝐴 𝐴

𝑥
𝑥 +

𝐵
𝐵

𝑥
𝑥 and(1a) 

𝑦(𝑡) = [𝐶 𝐶 ]
𝑥
𝑥 + 𝐷 𝑢(𝑡),(1b) 

where𝑥 (𝑡) ∈ ℝ  is a vector of differential variables, 𝑥 (𝑡) ∈ ℝ  is a vector of algebraic variables, 𝑢(𝑡) ∈ ℝ  is 
inputs and 𝑦(𝑡) ∈ ℝ  is outputs. The matrices 𝐸 , 𝐸 ,  𝐴 ,  𝐴 ,  𝐴 , 𝐴 , 𝐵 ,  𝐵 , 𝐶 , 𝐶  are large, sparse of 
appropriate dimensions. After eliminating the algebraic part, (1) can be converted to the dynamical system  

𝐸𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵 𝑢(𝑡)                                                                  (2a) 
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷 𝑢(𝑡)                                                                     (2b) 

where 𝐸, 𝐴 ∈ ℝ × , 𝐵 ∈ ℝ × , 𝐶 ∈ ℝ × . The dense formulation of the coefficient matrices can be defined as 
𝐸 = 𝐸 − 𝐸 𝐴 𝐴 , 𝐴 = 𝐴 − 𝐴 𝐴 𝐴 ,   𝐵 = [𝐵 − 𝐴 𝐴 𝐵 , 𝐸 𝐴 𝐵 ] ,     𝐶 = 𝐶 − 𝐶 𝐴 𝐴 , 𝐷 = [𝐷 −
𝐶 𝐴 𝐵 , 0], 𝑢(𝑡) = (𝑢(𝑡), �̇�(𝑡)). 
The systems (1) and (2) are equivalent interms of their transfer functions and finite eigenvalues. The transfer function 
of the system (2) is defined by 𝐻(𝑠) = 𝐶(𝑠𝐸 − 𝐴) 𝐵 + 𝐷. We apply balanced truncation method [2] for model order 
reduction. But this method needs to solve two algebraic Lyapunov equations 

𝐴𝑋𝐸 + 𝐸𝑋𝐴 + 𝐵𝐵 = 0                                                                     (3)                                           
𝐴 𝑋𝐸 + 𝐸 𝑋𝐴 + 𝐶 𝐶 = 0                                                                     (4) 

The solution 𝑋 of (3) is symmetric positive definite, known as controllability Gramian and the solution 𝑿 of (4) is 
called observability Gramian. Since 𝑩𝑩𝑻 has rank deficiency, we compute only thin rectangular matrix 𝑹 such 
that𝑿 ≈ 𝑹𝑹𝑻. This paper discusses an efficient technique, known as Rational Krylov Subspace method [3] to compute 
the low rank solution of the Lyapunov equations. 
First we construct Rational Krylov subspace by adaptive shift computation process introduce in [4] and then compute 
orthogonal projector V. We formulate the small Lyapunov equation by multiplying the orthogonal projector in both 
sides and then solve this equation by exact solver. Truncating the negligible eigenvalues, the low rank solution 𝑹 has 
minimum number of columns. The algorithm is stopped when the residual norm is satisfied the tolerance e.g.10 .  
Finally we develop a balanced truncation method known as square root, to compute the reduce order model of system 
(3). First we calculate Hankel singular values and construct the left and right balancing transformations. Applying this 
transformations, we can compute the desired reduced order model. 
To assess the performance of the proposed method, we consider an example of semi explicit index-1 descriptor system 
with dimension 1006. After eliminating the algebraic part, the system is reduce to 450 dimensional systems in dense 
formulation. First we solve the respective Lyapunov equations and store the low rank Gramian factors. Then using this 
Gramians, we apply the balanced truncation technique for model reduction. Here we consider the truncation 
tolerance10 , and then the system is reduced to 27 dimensions. 

Figure 1 showssigma plot of the maximum singular values of the transferfunction for original and 27 dimensional 
reduced order models.We see that they match accurate. The relative errors shown in figure 2, which are below 10 . 
The eigenvalues of the reduce models gives better convergency. In time domain response the original and reduced 
model also match accurately with absolute deviation10 . 

 
 

Figure 2: Maximum singular values of transfer 

 

Figure 2: Relative errors of maximum singular 
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function for original and reduced systems. 

 

values for original and reduced systems. 

 

All the above results claim that the generated ROM can be used for the simulation.We have seen that the proposed 
method compute exactlow-rank Gramian factors by solving the Lyapunov equations which arise from the semi explicit 
descriptor systems.This technique mainly work by projection based method. The idea can be extended to other index 
systems. 
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To assess the performance of the proposed method, we consider an exampleof semi explicit index-1 descriptor system 
with dimension 1006.After eliminating the algebraic part, the system is reduce to 450 dimensional systems in dense 
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Abstract.In this paper, the authors have proposed animageSteganographytechnique for hiding information within the spatial 

domain of the grayscale image. The developed approach works by dividing the cover image into 3 by 3 blocks and then embeds the 

secret information in the difference of the 8-neighborhood pixels in the two adjacent blocks using either 2-bit, 3-bit or 4-bit Pixel 
Mapping Method. Experimental results shows that the proposed approach have better embedding capacity compared to the original 

2-bit or 4-bit Pixel Mapping Method and produces stego image with high imperceptibility. 

 
Keywords:Pixel Mapping Method (PMM), Pixel Value Differencing (PVD), Steganography, Cover, Stego. 

 
1. Introduction 
 
Steganography is used to hide information inside other. The word steganography is derived from the Greek word, 
which literally means “Covered Writing” [1]. Steganography techniques allow communication between two 
certifiedusers without an observer being responsive that the communication is actually happening. Theuseful 
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steganography system must provide a method to embed data in an imperceptible manner, allow the data to be readily 
extracted, promote a high embedding capacity and incorporate a certain extent of robustness. In this work the authors 
have presented an efficient image steganographymethod for hiding information with the extended approach of Pixel 
Mapping Method (2-bit or 4-bit) with a combination of Pixel Value Differencing method and try to incorporate a 2-bit, 
3-bit, 4-bit PMM approach together to hide the information.  
 
2. Proposed Methodology 
 
The proposed method is a combination of PixelValue Differencing (PVD)[2] and Pixel Mapping Method 
(PMM)[3]which significantly differs from both the conventional PVD and PMM methods. In this method, first the 
image is divided into some 3 by 3 non-overlapping blocks. Then two consecutive, adjacent blocks are selected. The 8-
neighbor pixels (Pi) of the first block ischosen in anti-clockwise direction, whereas for the other block, the neighbor 
pixels are selected in clockwise direction (Pi+1). The difference (d) between the pixel intensity values (8-neighbors) 
of the two adjacent blocks is determined as in PVD method. Embedding is done on the differences of the pixel values 
in PMM method. Initially, the difference of the intensities of the center pixels is determined. Depending on the 
difference value of the center pixels, it is decided whether 2-bit or 3-bit or 4-bit PMM would be implemented. Table 1 
describes the decision of embedding bits. 
 

Difference of center pixels PMM 
ODD 2-bit 
PRIME 3-bit 
EVEN 4-bit 

Table 1: Data embedding Technique Determination 

MSG BIT 
PIXEL INTENSITY 

VALUE 
NO.OF 

ONES(BIN) 
00 EVEN EVEN 
01 EVEN ODD 
10 ODD EVEN 
11 EVEN EVEN 

Table 2: Pixel Mapping Technique for two bits 
MSG 
BIT 

2ND SET-
RESET BIT 

PIXEL 
INTENSITY 

VALUE 

NO.OF 
ONES(BIN) 

000 EVEN EVEN EVEN 
001 EVEN EVEN ODD 
010 EVEN ODD EVEN 
011 EVEN ODD ODD 
100 ODD EVEN EVEN 
101 ODD EVEN ODD 
110 ODD ODD EVEN 
111 ODD ODD ODD 

Table 3: Pixel Mapping Technique for three bits 

MSG 
BIT 

3RD  
SET-

RESET 
BIT 

2ND  
SET-

RESET 
BIT 

PIXEL 
INTENSITY 

VALUE 

NO.OF 
ONES(BIN) 

0000 EVEN EVEN EVEN EVEN 
0001 EVEN EVEN EVEN ODD 
0010 EVEN EVEN ODD EVEN 
0011 EVEN EVEN ODD ODD 
0100 EVEN ODD EVEN EVEN 
0101 EVEN ODD EVEN ODD 
0110 EVEN ODD ODD EVEN 
0111 EVEN ODD ODD ODD 
1000 ODD EVEN EVEN EVEN 
1001 ODD EVEN EVEN ODD 
1010 ODD EVEN ODD EVEN 
1011 ODD EVEN ODD ODD 
1100 ODD ODD EVEN EVEN 
1101 ODD ODD EVEN ODD 
1110 ODD ODD ODD EVEN 
1111 ODD ODD ODD ODD 

 
Table 4: Pixel Mapping Technique for embedding of four bits 

 
Data embedding is done by mapping two or three or four bits of the binary form of secret message in the difference of 
the neighborpixels established onsome features of the difference value. Table 2, Table 3 and Table 4 shows the 
mapping information for embedding two bits, three bits and four bits respectively.After embedding the difference of 
the 8-neighbors get modified. The modified difference is 'd . The difference of the gray value is then adjusted in each 
pixel pair (each from different block) so that the difference value causes unnoticeable and imperceptible changes. 
 
Mathematics Schemes: 
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ppmmabspP

ppmmpP

ppmmabspP

ppmmpP

mpP

mpP

…….(1) 
 
where, m=d-d’; Pi

’ and P’
i+1 are modified pixel values after adjustment of the modified difference value.  

The extraction procedure starts by choosing the same seed pixels that were used during embedding. The reverse 
operations are carried out to get back the original information on the receiver zone. Fig.1 and Fig.2 illustrate the block 
diagram of proposed methodologies. 
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3. Solution Methodology  
 

 
Fig.1: Sender Side Block diagram of proposed method 

 
Fig.2: Receiver Side Block diagram of proposed method 

 
4. Results analysisandComparison 
 
In this section the authors have presented experimental results of the proposed method based on two benchmark 
techniques for evaluating the hiding performance. First one is the data hiding capacity and the second one is the 
imperceptibility of the stego image. The quality of the stego image should be acceptable to human eyes. The 
quantitative values are illustrated in Table.5.A comparative study of the proposed methods with some other existing 
methods is discussed in Table 6 with the help of embedding capacity. 
 

Images Metrics 
Length of Embedding Character 
100 500 1000 10000 15000 20000 

Lena 512*512 

PSNR 68.5963 61.25872 58.1536 47.3525 45.4913 44.0919 
MSE 0.009 0.0486641 0.0995 1.1963 1.8363 2.5345 
RMSE 0.1114 0.335352 0.5823 5.6511 8.5742 11.3996 
SSIM 1 0.9999976 1 0.9978 0.9968 0.9958 
Correlation 1 0.9999826 1 0.9996 0.9993 0.9991 
KL divergence 6.81E-07 3.52E-06 7.28E-06 1.12E-04 1.70E-04 2.42E-04 
Entropy 7.42E-05 7.42E-05 7.42E-05 7.42E-05 7.42E-05 7.42E-05 

Table 5: Various Image similarity metrics for the proposed method 

IMAGE 
IMAGE 
SIZE 

PVD GLM 
AHMAD et 
al. 

PMM 
(2 bit) 

Proposed 
Method 

Lena 512*512 50960 32768 40017 45340 58254 
256*256 ** 8192 10007 10012 14564 
128*128 ** 2048 2493 2393 3641 

Pepper 512*512 50685 32768 39034 46592 58254 
256*256 ** 8192 9767 11694 14564 
128*128 ** 2048 2443 2860 3641 

Table 6: Comparison of embedding capacity 
Table 7: Comparison of PSNR values between PMM 4-bit 
and Proposed Method 

Image 
PSNR 

Character length 
PMM 
(4 bit) 

Proposed 
Method 

Lena 
512*512 

100 63.4131 68.5963 
500 59.309 61.2563 
1000 56.309 58.1536 
10000 47.7562 50.0027 
15000 44.5811 47.3525 
20000 41.3445 44.0919 

 
5. Conclusion  
 
A new and efficient steganography method for embedding secret messages in grayscale images has been proposed 
here. The experimental results clearly indicate that the embedding capability of this method is much higher than both 
conventional PMM and PVD methods. In future authors will work on biometric steganography using the variable 
embedding technique using PMM two, three and four bit simultaneously. 
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P121 : applied mathematics   
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Abstract 

 

Under inquisition in this research is a (2+1)-dimensional Breaking soliton equation, which can describe various 
nonlinear scenarios in fluid dynamics. Using the Bell polynomials, some proficient auxiliary functions are offered to 

apparently construct its bilinear form and corresponding soliton solutions which are different from the previous 
literatures. Moreover, a direct method is used to construct its rogue wave and solitary wave solutions using particular 

auxiliary function with the help of bilinear formalism. Finally, the interactions between solitary waves and rogue 
waves are offered with a complete derivation. These results enhance the variety of the dynamics of higher dimensional 
nonlinear wave fields related to mathematical physics and engineering. 

 

ConclusionsIn summary, based on the Hirota bilinear formulation and by a symbolic computation Maple, we have 
successfully presented some interaction phenomena between rogue waves and other kinds of solutions to the (2+1)-

dimensional Breaking soliton equation. These results will serve as a very important milestone in the study of plasma 
physics and water waves phenomena. We also have demonstrated that the Hirota bilinear method is an effective tool to 

seek exact analytical solutions of other models in mathematical physics and engineering. 
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Numerical study for optimizing the performance of the flat plate Solar 
Collector for Variable Solar Radiation in Climatic Condition of Bangladesh 
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ABSTRACT 

A numerical study is done for optimizing the performance of the flat plate Solar Collector for Variable Solar Radiation in Climatic 
Condition of Bangladesh. The governing equations have been derived applying the energy balance for each control volume of the 
solar collector and the storage tank. The solar thermal collector is divided into five nodes namely glass cover, air gap, absorber, 
working fluid, and insulation. The reported design data from this study may be used to predict the temperature of the working 
fluid that could be raised to its maximum level subject to the local ambient temperature and variable solar radiation. 

INTRODUCTION 

The idea of using solar energy collectors to harness the sun’s power is recorded from the pre-historic times. A good number of 
research findings have been reported on the characteristics of solar collectors. Ahmed et al. [1] proposed a model for the flat-plate 
solar collector in transient state where constant radiation was used. Nahar N. M. [2] reported the comparative analysis of Cu–Al 
fin with Cu–Cu fin in flat-plate collectors to test solar water heater. Anant et al. [3] investigated the performance of thermal 
energy storage based solar water heater. Rakesh et al. [4] worked on the thermal performance evaluation of an integrated solar 
water heater with a corrugated absorber surface.  There is hardly any model available in the relevant literature focusing on flat 
plate solar collector operation for variable solar radiation. In this study, a mathematical model will be developed for the flat plate 
solar collector with variable solar radiation that will analytically measure the thermofluid characteristics in the climatic condition 
of Bangladesh in order to optimize the performance. 

MATHEMATICAL MODEL 

To derive discretization equations using control volume method, control volume width and length is assumed to be p,∆𝑧 
respectively. The glass cover equation [5] 

 
𝑐 𝜌 𝑉

𝑑𝑇

𝑑𝑡
= [ℎ . 𝑇 − 𝑇 + ℎ 𝑇 − 𝑇 + ℎ 𝑇 − 𝑇 + 𝛼𝐺]𝑝∆𝑧 (1) 

The air gap between the cover and the absorber equation 

 
𝑐 (𝑇 )𝜌 (𝑇 )𝑉

𝑑𝑇

𝑑𝑡
= [ℎ 𝑇 − 𝑇 + ℎ . (𝑇 − 𝑇 )]𝑝∆𝑧 (2) 

The absorber equation 

𝑐 (𝑇 )𝜌 (𝑇 )𝑉
𝑑𝑇

𝑑𝑡
= 𝐺(𝜏𝛼) + ℎ 𝑇 − 𝑇 + ℎ (𝑇 − 𝑇 ) +

ℎ

𝛿
(𝑇 − 𝑇 ) 𝑝∆𝑧 + 𝜋𝑑 ℎ ∆𝑧 𝑇 − 𝑇  (3) 

The insulation equation 
The working 
fluid equation 

 𝑐 𝑇 𝜌 (

= 𝜋𝑑 ℎ

− 𝑇 )

+ �̇� 𝑐 (𝑇

(
5
) 

The storage tank equation 

𝑐 𝜌 𝑉
𝑑𝑇  

𝑑𝑡
  =  �̇� 𝑐 𝑇 , − 𝑇 + ℎ 𝐴  (𝑇 − 𝑇 ) (6) 

To solve the system of nonlinear discretized equations, forward and backward finite difference methods are used. For capturing 
real life solar radiation effect, sinusoidal functions of appropriate amplitude and period are utilized. 
 

RESULTS AND DISCUSSION 

 
𝑐 𝜌 𝑉

𝑑𝑇

𝑑𝑡
=

𝑘

𝛿
(𝑇 − 𝑇 ) + ℎ . (𝑇 − 𝑇 )  (4) 
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Different types of parameters such as number of nodes, flow rate, time interval, initial temperature and amount of working fluid 
have been studied for the better performance of the flat plate solar collector in summer season in the climatic condition of 
Bangladesh. It is found from Figure 1(a) that the outlet temperature of the working fluid for the variable solar radiation applicable 
for all over the day and that maximum temperature was recorded was 58.63℃ where the initial temperature was 300C. Figure 1(b), 
(c) and (d) show the temperature history of the working fluid at different flow velocity, amount of working fluid and time interval 
respectively. The Figure 1(e) displayed inlet and outlet temperatures of the working fluid in summer season subject to the 
optimum performance. 

CONCLUSION 

The main findings from this investigation are summarized as follows: 
 The batter performance was found at 1.5 GPM, 20 litters working fluid and 3 hours time interval in summer season. 

 The maximum outlet temperature of working fluid in summer season was recorded at 58.63℃ and for 3 hours interval, 
the average temperature was 49.74oC. 
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Figure 1(a):Inlet and Outlet temperature 
for variable solar radiations. 

Figure 1(b):Outlet temperature history at 
different flow velocity. 

Figure 1(c):Outlet temperature history for 
different amount of working fluid. 

 

 

 

 Figure 1(d):Outlet temperature history for 
different time interval. 

Figure 1(e):Inlet and outlet temperature for the 
flow rate 0.7GPM in summer season. 

 

30

35

40

45

50

55

60

65

6 7 8 9 10 11 12 13 14 15 16 17 18

Te
m

pe
ra

tu
re

 (◦
C)

Day Time (Hour) 

Inlet Temperature
Outlet Temperature

30

35

40

45

50

55

60

65

6 7 8 9 10 11 12 13 14 15 16 17 18

Te
m

pe
ra

tu
re

 (◦
C)

Day Time (Hour)

0.7 GPM
1.0 GPM
1.5 GPM
2.0 GPM

30

35

40

45

50

55

60

65

6 7 8 9 10 11 12 13 14 15 16 17 18

Te
m

pe
ra

tu
re

 (◦
C)

Day Time (Hour)

20 Litters
50 Litters
70 Litters
120 Litters

30

35

40

45

50

55

60

65

6 7 8 9 10 11 12 13 14 15 16 17 18

Te
m

pe
ra

tu
re

 (◦
C)

Day Time (Hour)

1 Hour Interval
2 Hours Interval
3 Hours Interval
4 Hours Interval

30

35

40

45

50

55

60

65

6 7 8 9 10 11 12 13 14 15 16 17 18

Te
m

pe
ra

tu
re

 (◦
C)

Day Time (Hour)

Inlet Temperature
Outlet Temperature



1
4

 

 

P123:  dynamical systems  
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Abstract 

The discrete time generalized Hénon map on ℝ given by the equations  
 𝑥 (𝑘 + 1) = 𝑎 − 𝑥 (𝑘) − 𝑏𝑥 (𝑘) 

 
𝑥 (𝑘 + 1) = 𝑥 (𝑘), 

 

 
(1) 

where  𝑛 = 2,3, … , 𝑁; and 𝑥 , 𝑎, 𝑏 ∈ ℝ. 
containing only one quadratic term is considered and the existence of Hopf bifurcation via an explicit criterion for 
𝑁 ≥ 3, in particular for 𝑁 =  4 and 𝑁 =  5 has given. The relation between the parameters a and b as well as the 
range of the values of the parameters for 𝑁 =  3; 𝑁 =  4; 𝑁 =  5 has driven and the existence of Hopf bifurcation is 
demonstrated for the values of the parameters calculated from their relations. The results of numerical simulations for 
different values of the parameters are also presented. 
Introduction 
The original Hénon map is a two dimensional discrete time dynamical system [5], which has been extensively studied. 
Also the properties of the generalized form of the original map has been studied [2,4]. Hopf bifurcation of the third 
ordered generalized Hénon map has been studied[1] based on an explicit criterion, which is deduced by Wen[3]. In 
this paper, Hopf bifurcation of the higher dimensional generalized Hénon map is studied via an explicit criterion. 
The Generalized Hénon Map 
There are two fixed points of The N-dimensional generalized Hénon map  (1) given by  

𝑥 = 𝑥 = ⋯ = 𝑥 =
−(1 + 𝑏) ± √1 + 4𝑎 + 2𝑏 + 𝑏

2
. 

And the corresponding Jacobian matrix is  

















 





01...00

...............

00...01

2...00 1 bx

A

N

 

The characteristic equation of the Jacobian matrix is  

𝜆 +(−1 − 𝑏 ± 1 + 4𝑎 + 2𝑏 + 𝑏 )𝜆 + 𝑏 = 0, 
An explicit criterion to identify Hopf bifurcation  
The criterion for an N-dimensional map𝑓 , assuming 𝑥  is the fixed point and the characteristic equation is  
 𝑃(𝜆) = 𝜆 + 𝑎 𝜆 + ⋯ + 𝑎 , 
where 𝑎 = 𝑎 (𝜌, 𝜈), 𝜌is the bifurcation parameter and 𝜈 is the control parameter is described in [4]. 
 
Hopf bifurcation for 𝑵 ≥ 𝟑 
The case for N = 3 
For the discrete time generalized Hénon map for N =3, we apply the criterion stated in [4] to obtain a set of equality 
and inequalities, solving them we obtain the following relations between a and b as 

−1 < 𝑏 < 1, 𝑎 =  . And the range of the values of a and b are −1 < 𝑏 < 1, 0 < 𝑎 < 0.806862. 

Therefore, for any paired values of a and b in the above range the map (2) shows Hopf bifurcation. For example, let 
𝑏 =  0.5 then 𝑎 =  0.7031125the Hopf bifurcation occurs at(𝑥 , 𝑥 , 𝑥 ) = (0.375,0.375,0.375). 
The case for N = 4 
Applying the criterion to the generalized Hénon map for N = 4 at the equilibrium points 𝑥 = 𝑥 = 𝑥 = 𝑥 =

( )±√
 we have the following relations 
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0 < 𝑏 < 1 and a = or a = and the range of the 

values of 𝑎 and  b is 0 < 𝑏 < 1 , − < 𝑎 < 0  and  0 < 𝑎 < .  . 

Therefore, for any paired values of a and  b Hopf bifurcation occurs at the equilibrium point. In particular, Hopf 
bifurcation occurs at (𝑥 , 𝑥 , 𝑥 , 𝑥 )  =  (0.44, 0.44,0.44,0.44) for 𝑏 =  0.2 and 𝑎 =  0.71781 
 
 
 
 
 
 
 
 
 
                               (a) 1(a)                                                               (b) 1(b) 
Figure 1: Hopf bifurcation attractor for N = 4. Figure (1a) shows the attracting fixed point before bifurcation when a = 
0.67, b = 0.20 and figure (1b) shows the limit cycle for a = 0.71781, b = 0.20. 
The case for N = 5 
If we apply the criterion then we obtain a set of equality and inequalities, from where we obtain the following relations 
between a and b  are : −1 < 𝑏 < 0 𝑜𝑟 0 < 𝑏 < 1 and a is the second root of the equation  
64𝑥 + (80 − 32𝑏 + 32𝑏 )𝑥 + (12 − 16𝑏 − 64𝑏 − 8𝑏 + 52𝑏 + 24𝑏 )𝑥 + 9 + 30𝑏 + 14𝑏 − 50𝑏 − 56𝑏 +

10𝑏 + 34𝑏 + 10𝑏 − 𝑏 = 0 and the range is 0 < 𝑎 < . 

In particular,for  𝑏 = 0.4  and 𝑎 = 0.57 Hopf bifurcation occurs at 𝑥 = 𝑥 = 𝑥 = 𝑥 = 𝑥 = 0.33 
 
 
 
 
 
 
 
 

(a) 2(a)                                                               (b) 2(b) 
Figure 2: Hopf bifurcation attractor for N = 5. Figure (2a) shows the attracting fixed point before bifurcation when a = 
0.47, b = 0.40 and figure (2b) shows the limit cycle for a = 0.57, b = 0.40. 
Conclusion 
In the paper we have considered the generalized Hénon map and then applied an explicit criterion of Hopf bifurcation 
to the map. The relationship between the parameters a and b for N = 3 has been derived. Also the existence of Hopf 
bifurcation has been shown and the relationship between a and b has been established for N = 4 and N = 5. We also 
derived the relation between the parameters a and b for N = 3; N = 4; N = 5 and ranges of the values of the parameters. 
The mentioned results have been shown via numerical simulations representing them in the phase space. 
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E72,026201(2005). 
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Abstract 

The study of Radiative heat transfer in nanofluid with convecting cooling at the moving surface has been investigated 

numerically. This study is considered for unsteady couette flow. The non- linear governing equations of continuity, 

momentum, energy and nanoparticle concentration are tackled numerically using finite difference method. The results 

from numerical computations have been presented in the form of velocity, temperature and nanoparticle volume 

fraction profiles. The dimensionless velocity, temperature and nanoparticle volume fraction profiles are displayed 

graphically showing the effects for the different values of the involved parameters: Radiation parameter(𝑁𝑟), Eckert 

number (𝐸𝑐), Reynolds number (𝑅 ), Biot number (𝐵𝑖), Brownian motion parameter (𝑁𝑏), variable viscosity 

parameter (𝛽) and Thermophoresis parameter (𝑁𝑡).The corresponding Skin friction coefficient (𝐶 ) and Nusselt 

number (𝑁 ) have been presented through graphs and tables. 

 

 

Conclusion 

The effects of Radiation and Brownian motion on the unsteady couette flow of nanofluid with convective cooling at 

the moving plate were analyzed with regards to heat and mass transfer in the system. Numerical procedure was used to 

solve the governing equations. The results were presented for the effect of various parameters. The velocity, 

temperature and nanoparticle volume friction effects are studied and shown  

graphically. The concluding remarks and important findings of the investigation from graphical representation 

and numerical analysis are given below:  

1. The velocity profile evolved with time from zero initial values before attaining their steady state values.  

2. For the increasing the Radiation parameter (𝑁𝑟)the velocities are overlap each other, but temperature is 

decreasing on the other hand nanoparticle volume friction  is increasing . 

3. There are no changes in the velocity and temperature but on the other hand nanoparticle volume friction is 

increasing with respect to the increasing the value of Brownian motion (𝑁𝑏) . 

4. The velocity near the lower plate is slightly increasing(decreasing for 𝛽 end 𝐸𝑐) but  after few distance it is 

slightly decreasing(increasing for𝛽 and 𝐸𝑐) near the upper plate ,but temperature is decreasing(increasing for 

𝐸𝑐) on the other hand nanoparticle volume friction is increasing(decreasing for 𝐸𝑐) with respect to the 

increasing the value of Reynolds number (𝑅 )  ,variable viscosity (𝛽) and Eckert number(𝐸𝑐). 

5. For the increasing the thermophoresis  parameter (𝑁𝑡) there is no change but nanoparticle volume friction 

decreasing in case of increasing the value of thermophoresis parameter (𝑁𝑡) 

6. The skin friction decreases with increase in 𝛽 and increase with 𝐵𝑖 (varying). On the other hand skin friction 

increases with increase in 𝐵𝑖 and decrease with 𝛽 (varying). 

7. Nusselt number increases with both 𝐵𝑖 and  𝛽 (varying). While the Nusselt number decreases with increase 𝛽 

and increase with 𝐵𝑖 (varying). 
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Abstract 
In this paper, we study basic dynamical behavior of one-dimensional Doubling map with its real life application. Especially 
emphasis is given on the chaotic behavior of the said map. Several approaches of chaotic behaviors by some pioneers it is found 
that the Doubling map is chaotic in different senses. We mainly focused on Orbit Analysis, Sensitivity to Initial Conditions, 
Sensitivity to Numerical Inaccuracies, Staircase Diagram and Trajectories of the Doubling map. The graphical representations 
show that this map is chaotic in different senses. The behavior of the said map is found irregular, that is, chaotic. 

Introduction 

Mathematically Doubling Map is defined by
2 0 0.5

( )
2 1 0.5 1.

x x
f x

x x

 
    

 

Result & Discussion: 
Sensitivity to Numerical Inaccuracies of Doubling Map 

The Doubling Map   2  ;        0 0.5

2 1 ;   0.5 x 1

x x
D x

x

 
    

is very sensitive to numerical inaccuracies. we calculate 100 values 

from the map, the first by using normal decimal numbers and then by using high-precision numbers. From 
approximately iteration 50 on the values differ greatly. This demonstrates the sensitivity to numerical inaccuracies of 
the doubling map. Thus, if we calculate long sequences from the doubling map, it is important to use a high enough 
precision during the calculation. we see that the series behaves quite chaotically. It is known that chaotic models are 
very sensitive to numerical inaccuracies. 

 
Fig.1: At  x=1/3 and 0.1/5`65, n=100Fig.2:At  x=0.003 and 0.0003`65, n=100

 

We see that Fig.-1 is regular which means that Numerical Accuracy. But the Fig.-2 shows that the behavior is irregular 
which means Numerical Inaccuracies. In other words, it is called chaotic behavior of Doubling Map. 

Sensitivity Analysis to Initial Value of Doubling Map 
Chaotic models are also very sensitive to the initial value. To show this, compute, 50 iterations using starting points 
0.02 + 10 ,i= 1, …, 25. Then plot the 20th value of each of the 25 series. Also plot the 50th value of each of the 25 
series: 

,  
The initial x=0.02`50, n=50

 

From the first plot, we see that even if the starting point differs from 0.02 by 
710

or more (see the first seven points 
in the plot), the value of 𝐷 significantly differs from the value that results when starting from 0.02. From the second 

plot, we see that if the starting point differs from 0.02 by 
1610

or more, the value of 𝐷  differs significantly from the 
value that results when starting from 0.02.  

Trajectories of Doubling Map 
To plot the trajectories in the following, we first calculate a solution set by starting from various points and iterating 
the equation ntimes. The starting points are chosen between x01and x02in steps of dx0. We get the following 
trajectories: 

 
Fig.-2: Trajectory for x01 =0.0001, x02=0.11, Fig.-3: Trajectory for x01 =0.0001, x02=0.11, 
step size dx0=0.01, n=30.step size dx0=0.001, n=10. 
We observe that if we take the starting values x01 and x02 are same even step size also same ( 1st and 2nd  fig.) then 
the trajectories turns to chaotic with the increasing the number of iteration. If the step size is very small, the 
trajectories also chaotic in the 3rd figure. 

Orbit Analysis of Doubling Map 
Taking initial seeds from  0,1 such that          0 0 0 0 1 / 3,  1 / 5,  1/ 7,  1 /11, 11 /13i x ii x iii x iv x v      
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       0 0  For 1 / 3, then 1 / 3,2 / 3,2 / 3,... ;  For 1 / 5, then  1 / 5,2 / 5,4 / 5,2 / 5,4 / 5,.... ;i x ii x   

   
   
   

0

0

0

 For 1 / 7, then 1 / 7,2 / 7,4 / 7,6 / 7,2 / 7,4 / 7,6 / 7,.... ;

  For 11 /13, then 11 /13,9 /13,5 /13,10 /13,7 /13,...

 For 1 /11, then 1 /11,2 /11,4 /11,8 /11,6 /11,10 /11,2 /11,...,2 /11,4 /11,8 /11,6 /11,10 /11,... .

iii x

v x

iv x







 
Fig.-1: 0x =1/3, n=1000    Fig.-2: 0x =1/5, n=1000        Fig.-3: 0x =1/7, n=1000  Fig.-4: 0x =1/11, n=1000     The sequence 

behave as follows: (i) there is period one behavior, (ii) there is period two behavior, (iii) there is a period three 
sequence which means chaos, (iv) there is a period five sequence, (v) there is period twelve. 

Staircase Diagram of Doubling Map 

Again if we iterate the Doubling Map taking nearby initial seeds from  0,1  graphically, 

we can get the following graph:    1 0 2 0[1 / GoldenRatio], [1 / GoldenRatio,320].a x N a x N   

 
Fig-3: For  1 0 [1 / GoldenRatio]a x N Fig-4: For  2 0 [1 / GoldenRatio,302]a x N  

Difference: 1.110223024625156 × 10  
Fig. 3, 4 show that the doubling map displays sensitivity to initial conditions and can be described as being chaotic. 
The iterative path plotted in Fig. 13, 14 appears to wander randomly.. It clearly shows the sensitivity to initial 
conditions. Li and Yorke then go on to prove that the system can display chaotic phenomena. 

Conclusion 
Chaotic behavior of 1-D Doubling map introduces an interesting and exciting part of Dynamical Systems. In this 
paper, we introduce one dimensional Doubling map which is shown as chaotic map in several senses by some 
pioneers. We are trying to find the dynamical behaviors of others 1-D maps with applicationsand establish some 
mathematical formulas concerning chaotic dynamical systems. 
References: 
[1]   R. L. Devaney, An Introduction to Chaotic Dynamical Systems, Menlo Park :Benjamin/Cummings, 1986. 
[2]Evan DummitDynamics, Chaos, and Fractals (part 3), 2015, v. 1.00. 
[3]   HeikkiRuskeepaaMathematica Navigator, 3rd Edition. 
[4] P. Ahmed, Chaotic homeomorphisms in one-dimensional dynamics, Proc., Iwate 
         Univ., Japan, May 5-6, 2001. 
[5] Li, T.-y., and Yorke, J., “Period Three Implies Chaos.” American Mathematical  
         Monthly 82 (1975), 985-992. 
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Anti-Hausdorff space 
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Abstract 
A special class of topological spaces termed anti-Hausdorff spaces has been defined and some properties of such spaces have been 
studied. A few characterizations of an anti-Hausdorff space have been established also. A necessary and sufficient condition for a 
commutative ring with 1 to be anti-Hausdorff has been proved. 
 Anti-Hausdorff spaces have been defined as spaces which are completely opposite of  Hausdorff spaces. A 
topological space X with more than two elements is said to be anti-Hausdorff if, for every pair of distinct open sets U 
and V such that xU, y V, U V  . It has been proved that these spaces are precisely the irreducible spaces 
applied in algebraic geometry and scheme theory. A few other characterizations of such spaces have been stated and 
proved. The important topology used in algebraic geometry, viz., the Zariski topology on the set of prime ideals of a 
commutative ring with 1, is anti-Hausdorff in certain cases. This claim has also been established here. 
Theorem-1. A subspace of an anti-Hausdorff need not be anti-Hausdorff. 
Theorem-2. If A and B are two anti-Hausdorff spaces of a topological space X, then the sub space A B need not be 
anti-Hausdorff. 
Theorem-3. Every open subspace of an anti-Hausdorff space is anti-Hausdorff. 
Remark: If A1 and A2 are twosubspaces of a topological space X, then the subspaceA1 A2 may be anti-Hausdorff 
even if neither A1 nor A2 is so. 
Theorem-4. Let A1 and A2 be twoanti-Hausdorff spaces with topologies 1 and 2  respectively. Then (A1 A2,

21  )need not be anti-Hausdorff. Here 21  is the topology generated by 21   inA1 A2. 

Theorem-5. Every continuous image of an anti-Hausdorff space is anti-Hausdorff. 

Corollary: If X is anti-Hausdorff, and R is an equivalence relation on X then quotient space R
X is anti-Hausdorff. 

Atiyah and Macdonald have discussed irreducible spaces. 
Theorem-6. Let X be a topological space. The following statements about X are equivalent: 

(i) X is anti-Hausdorff, 
(ii) X is irreducible, 
(iii) Every non-empty set in X is connected, 
(iv) Every non-empty set in X is dense in X. 

Theorem-7. Let R be a commutative ring with 1 and X the set of all prime ideals of R. For any subset E of R, let F(E) 
be the set of all prime ideals of R which contain E. Then,  

(i) F(0)=X, F(R) = . 

(ii) if {E } A is any family of subsets of R, then )()( 
EFEF

AA 
  

(iii) if E1 and E2 are subsets of R then F(E1) F(E2)=F(E1 E2) 

The above theorem shows that {F(E)│ER} is the collection of all closed sets with respect to some topology on X. 
This topology is called the Zariski topology on X. 
Theorem-7.  Spec(R) is anti-Hausdorff if and only if the nilradical of R is a prime ideal. 
Conclusion: Several important properties of anti-Hausdorff spaces have been proved and a number of 
characterizations have been established. A necessary condition for the spectrum of a commutative ring with 1 to be 
anti-Hausdorff has been proved.  
References 
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Model Order Reduction of Second-order Index-3Descriptor Systems 
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Abstract 
This paper discusses model reduction techniques for the second-order index 3 descriptor system using the 
balancedtruncation (BT) methods; in particular, we consider linearized equations of motion with holonomic constrains 
which arise inmechanics and in multibody dynamics. It can be shown that the index 3 system can be converted into an 
equivalent form ofindex 0 system by projecting it onto the hidden manifold. When model reduction is applied to the 
projected systems, explicit formulation of the projected system is not required. Second-order-to-first-order reduction 
techniques are discussed here. Additionally,we resolve some problems arising in solving the projected Lyapunov 
equations to compute the low-rank Gramian factors which are the main ingredients to implement the BT method. 
Finally, numerical results are illustrated to show the performance and accuracyof the proposed techniques. 
Extended abstract 

We consider second-order Index-3 descriptor system as follow 
Mz̈(𝑡) = 𝐷�̇�(𝑡) + 𝐾𝑧(𝑡) + 𝐻𝑢(𝑡)y(t)= 𝐿z(t)                                        (1) 

where𝑧(𝑡) ∈ ℝ is a vector of state variable, 𝑢(𝑡) ∈ ℝ  is a vector of input and 𝑦(𝑡) ∈ ℝ  is a vector of output and 

𝑀 =
𝑀 0
0 0

, 𝐷 =
𝐷 0
0 0

, 𝐾 = 𝐾 𝐺
𝐺 0

, 𝐻 =
𝐻
0

, 𝐿 = [𝐿 0], are all matrices. 

Since𝑀andDare singular, we denote (1) as a second-orderdescriptor system. Now converting (1) into first 
order form we obtainfirst-order index 3 descriptor system. See, e.g., in [2] of thefirst-order form of the 
second-order system. Although, we are especially interested in mechanical applications, systems of this 
structure also arise in electrical networks. The models are often used for design and optimal controlin order 
to optimize the behavior of the systems. In most of thecases the models are generated by finite element 
methods (FEM)(in structural mechanics), incorporating several bodies (in multibodydynamics), or 
combinations of both. Therefore, modeling often leadsto very complex, high dimensional systems of 
differential (G= 0)or differential-algebraic equations. Therefore, we want to reduce thecomplexity of the 
model by applying model order reduction (MOR),i.e., we seek for an approximation to the original model 
that wellapproximates the behavior of the original model but which is muchfaster to evaluate. For systems 
governed by ordinary differentialequations, there already exist a well-developed theory.Among the different 
prominent MOR methods for a large-scalesystem, balanced truncation [3] is particularly fascinating sinceit 
has a global error bound and it preserves the stability of the system.The method has also been extended to 
general descriptor systems[2]. In this case one has to apply certain projections to the modelin order to 
decouple the differentials from the algebraic equations.However, the computation and application of the 
projectors can bevery demanding in terms of computational complexity, as well asmemory requirements 
and also raises some issues with robustness,if the number of constraints, i.e. the number of rows inG, 
becomelarge.In recent years, an easier method has been proposed in literaturefor the balancing based 
MOR of descriptor systems. It is possible toexplicitly construct the projector onto the differential part of the 
system from the given problem data. In this way the algebraic equationscan be eliminated . Then, exploiting 
certain technical propertiesof the projector, one can directly apply the methods for ODE systems to the 
projected system. This procedure has, however, only beenstudied for structured first-order systems of 
index two [4].Until now there was no such investigations for second-orderindex 3 systems as in (1). This 
paper is mainly focused on modelreduction of second-order index 3 descriptor systems without computing 
the spectral projectors explicitly. We show second-orderto first-order reduction techniques. The challenging 
task to implement the BT method of the underlying systemis to solve the projected Lyapunov equations. 
We also discuss how tosolve these Lyapunov equations efficiently using the low-rank ADI iteration. 
Numerical experiments are performed by using severaldata of the given systems. 
To assess the accuracy and efficiency of the proposed MOR methodfor index 3 descriptor systems we illustrate 
numerical results fortwo model examples. The first example is the damped spring-mass 
system (DSMS). This example is taken from [2]. Here we consider10000masses. Therefore, we obtain 
a10001dimensional second order index 3 system. The second example istriple chain oscillator model (TCOM). 
This example originates in [5]. We consider the following holonomic constraints togenerate the index 3 structure: 
The constraint matrixG, is chosen asa random sparse matrix. In this particular test example there 
are2000masses5000constraints. Therefore,Gbecomes a5000×6001matrix. The dimension of the second order 
index 3 system is11001.All the results are obtained by using MATLAB 7.11.0.584(R2010b) on a board with 2 
Intel®Xeon®X5650 CPUs with a2.67 GHz clock speed, 6 Cores each and 48 GB of total RAM.In order to perform 
the proposed MOR techniques, we must compute the low-rank control and observability Gramian factorsRandS. 
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These Gramian factors are computed by applying LR-ADI algorithm.  The dimension of the original and reduced 
models 
are shown in the following table. 

Models Full dimension Reduced dimension  (tol) 
DSMS 10001 11(10-5) 
TCOM 11001 73 (10-5) 

Reference:  
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319. 
[2] V. Meharmanand T. Stykel, Balanced truncationmodel reduction for large-scale systems in descriptorform, 
in Dimension Reduction of Large-Scale Systems,P. Benner, V. Mehrmann, and D. C. Sorensen, 
eds.,vol. 45 of Lect. Notes Comput. Sci. Eng., Springer-Verlag, Berlin/Heidelberg, Germany, 2005, pp. 
83–115. 
[3] A. Antoulas, Approximation of Large-Scale Dynamical Systems, vol. 6 of Advances in Design and 
Control,SIAM Publications, Philadelphia, PA, 2005. 
[4] M. Heinkenschloss,  D. C. Sorensen and K. Sin, Balanced truncation model reduction for a classof 
descriptor systems with application to the Oseenequa-tions, SIAM J. Sci. Comput., 30 (2008), pp. 1038–
1063. 
[5]  N. Truhar and K. Veseli Bounds on the trace of asolution to the Lyapunov equation with a general 
stablematrix, Syst. Cont. Lett., 56 (2007), pp. 493–503. 
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Abstract 
This paper represents the application of fractals in wireless communication system and Fractal antennas are the extension of 

classical antennas which employ fractal geometry. Compared to a conventional antenna, fractals have greater bandwidth and 

they are very compact in size. Though different fractal geometries are available, a very few can be used in the design of microstrip 

antennas. One such geometry is Minkowski fractal antenna. Minkowski fractal geometry has received a lot of attention in respect 

of reduction in the size of the conventional loop antenna leading to compactness and miniaturization. We have designed modified 

Minkowski fractal antenna to get multiband antenna which can be used for Bluetooth, GPS, Personal area network and Mobile 

Phones. We have used  CST (Computer Simulation Technology) Studio 2017 for designing the proposed antenna up to two 

iterations.  

 
Keywords:Fractals, Microstrip antenna, Fractal antenna, CST studio, return loss, VSWR. 

 

Introduction: 
The term "fractal" was first used by Polish French mathematician Benoit Mandelbrot in 1975. Mandelbrot based it on the Latin 

frāctus meaning "broken" or "fractured", and used it to extend the concept of theoretical fractional dimensions to geometric 

patterns in nature [1].A fractal is a self-similar mathematical object which is produced by simple repetitive mathematical operations 
[3].Fractal is a geometric figure with two special properties-first, it is irregular, fractured, fragmented, or loosely connected in 

appearance. Second, it is self-similar [2]. The space filling nature of fractal geometries has invited several innovative applications. 

The self-similarity of fractal geometry has been attributed to dual band nature of their frequency response [4]. Therefore, fractal 

geometry applied in antenna theory. 

 

Discussion & Results: 

The antenna performance is evaluated by creating iterated minkowski fractal to the planar microstrip antenna. FR4 
substrate used as a dielectric for this design with the relative dielectric constant value of 4.4r  . The thickness of 

substrate is taken as 1.535 mh m for the design and this design are best matched with 50 ohm input impedance. The 
width (W ), length ( eL ) of the patch, substrate and ground plane obtained by the following formula- 



 

0
12 2

r
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W
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,  2eL L L   ,   L h 

And indentation depth pW  is obtained by   

Dimensions of the proposed modified Minkowski 

Elements Length(mm)

Patch 24.9 

Substrate 34.11 

Ground Plane 34.11 

Feed line 26.527 

 

After desired two iterations using iterative function systems (IFS), we get the simulated 

resonant frequency 2.412 GHz, 4.840 GHz, 7.412GHz where return loss are 
respectively and all the value of Voltage Standing Wave Ratio (VSWR) are less than 2. Bandwidths of these three 
resonant frequency are 1.99GHz, 2.53GHz and 7.609GHz and we get better gain 2.723 dB at 7.412 GHz frequency.

         Figure 1.1: Final design of the proposed antennaFig

 

Figure 1.3: VSWR plotFigure 1.4: Far field plot for Gain

 

Conclusion: 

The aim of the study was to design multiband compact size
a microstrip patch antenna has chosen as reference antenna and develop it to fractal antenna by using CST studio 
software. It can be used for Bluetooth, Public Wireless Hotspots at 2.412 GHz frequency. At 4.840 GHz the antenna 
can be used for Personal Area Network (PAN). And at the resonant frequency 7.412 GHz the proposed antenna can be 
applied in GPS, Mobile phones and in communication satel
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modified Minkowski antenna: 

Length(mm) Width(mm) Height(mm)

24.9 0.035 

34.11 1.535 

34.11 0.035 

2.958 0.035 

After desired two iterations using iterative function systems (IFS), we get the simulated results at three

resonant frequency 2.412 GHz, 4.840 GHz, 7.412GHz where return loss are -12.153dB, 
respectively and all the value of Voltage Standing Wave Ratio (VSWR) are less than 2. Bandwidths of these three 

.99GHz, 2.53GHz and 7.609GHz and we get better gain 2.723 dB at 7.412 GHz frequency.

Final design of the proposed antennaFigure 1.2: Return loss plot 

: Far field plot for Gain 

study was to design multiband compact size fractal antenna for wireless communication systems. Here, 
a microstrip patch antenna has chosen as reference antenna and develop it to fractal antenna by using CST studio 

r Bluetooth, Public Wireless Hotspots at 2.412 GHz frequency. At 4.840 GHz the antenna 
can be used for Personal Area Network (PAN). And at the resonant frequency 7.412 GHz the proposed antenna can be 
applied in GPS, Mobile phones and in communication satellite. That is, the simulated results have confirmed 

L h L  , 6gW h W  .  

Height(mm) 

results at three 

12.153dB, -20.994dB,-28.374dB 
respectively and all the value of Voltage Standing Wave Ratio (VSWR) are less than 2. Bandwidths of these three 

.99GHz, 2.53GHz and 7.609GHz and we get better gain 2.723 dB at 7.412 GHz frequency. 

 

 

wireless communication systems. Here, 
a microstrip patch antenna has chosen as reference antenna and develop it to fractal antenna by using CST studio 

r Bluetooth, Public Wireless Hotspots at 2.412 GHz frequency. At 4.840 GHz the antenna 
can be used for Personal Area Network (PAN). And at the resonant frequency 7.412 GHz the proposed antenna can be 

ated results have confirmed 
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multiband band behavior of the proposed antennas with return loss under -10dB, VSWR less than 2 and directivity 
with radiation properties over the entire frequency band of interest. These features make the antenna attractive for 
communication systems.  
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Abstract 
 

 It is well known that the graphs are widely used to model different problems of our every day life. Different 
types of graphs are available in literature, such as trees, planar graphs, perfect graphs, intersection graphs, etc. In 
computer science, tree is used as a data structure, preparation of directory for computer/mobile, searching of files and 
folders in computer, sorting of mails according to PIN codes and email IDs, enumeration of isomers of saturated 
hydrocarbons, etc. Some of these applications are discussed in this talk. Evaluation of a mathematical expression can 
be done with the help of a binary tree. This application is also discussed in this presentation. An efficient sorting 
technique called heap sort, which is used to sort a list of real numbers is presented.  
 Graph colouring is a very important and interesting problem of graph theory. This problem has many 
applications in scheduling, job assignment, storage allocation, VLSI circuit design, design of printed circuit, etc. A 
colouring of  graph G = (V, E)  is a mapping f : V→C, where C is a set of distinct colours, it is proper if adjacent 
vertices of G receive distinct colours of  C, i.e., if (u, v) E then f(u) ≠ f(v). In the coloring problem, the main object is 
to colour a graph using minimum number of colours. This number is called the chromatic number. In this talk, the 
colouring methods of paths, cycles, trees and planar graphs are discussed.  
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Abstract 
For precise performance analysis of adsorption cycles, theoretical framework for the isosteric heat of adsorption was developed 

treating the effects of the non-ideal gas behavior and the adsorbed phase volume. Rigorous thermodynamic treatment for the 

adsorbed phase volume was presented for multi-layer adsorption from low to high pressures. On the other hand, the intrinsic 

nature of adsorption cycles calls for heat and mass recovery schemes to improve the performance of these systems. A 

comprehensive numerical model for the mass recovery scheme by pressure equalization was developed and the validation with the 

experimental data was stated.  

 

1. Introduction 

In adsorption science, isosteric heat of adsorption is a crucial thermodynamic quantity in auditing the energy associated with the 

adsorption systems. Accurate knowledge on the isosteric heat involved during adsorption and desorption processes leads to an 

excellent system design and cost benefits [1]. Various adsorbent + adsorbate pairs have been successfully applied in broad range 

of industrial and commercial applications [2, 3]. Advancements in development of the tailored adsorbents for a typical adsorbate 

further call for the precise estimation of the energy involved at a particular amount of adsorption.Despite for the observed 

variations in isosteric heat of adsorption, Clasius-Clayperon and Van't Hoff equations, hitherto, are commonly employed to 

estimate the isosteric heat for various adsorbent + adsorbate pairs [4]. Very limited or no work has been carried out on the 

adsorbed phase volume, especially at low pressure adsorption scenarios. Thus, for accurate prediction of isotherm behaviors and 

isosteric heat of adsorption, a unified theoretical framework on adsorbed phase volume needs to be formulated.  
 

The efficacy of mass recovery scheme has been investigated both experimentally and numerically by numerous researchers. 

However, the numerical models to simulate the pressure equalization process are rather limited and in most cases the equalized 

pressure is either assumed or simply the average pressure of the beds.In this paper, we develop detailed model employing the 
proposed isosteric heat of adsorption equation to describe precisely the pressure equalization process. The present model captures 

the reverse vapour flow phenomenon due to the pressure variation resulted from the simultaneous preheating and precooling of the 

beds. The model is adopted to the simulation of a 4-bed adsorption desalination cum cooling cycle.  

 

2. Mathematical analysis of isosteric heat of adsorption 

For an adsorbent + adsorbate system at equilibrium condition, the chemical potentials of the adsorbed phase and the gaseous bulk 
are equal i.e., μa = μg and thus, dμa = dμg. The total differentials for the chemical potentials of the adsorbed and gaseous phases are 

written as, 

 
(1) 

 
(2) 

Invoking Gibbs-Duhem relation and equilibrium chemical potential between the phases, i.e.,da = dgthe following 

expression can be attained as, 

 

(3) 

After mathematical simplification. the expression for the isosteric heat of adsorption for all temperature and pressure 

conditions accounting adsorbed phase volume is given by,                                                                    
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3. Mathematical modeling of mass recovery adsorption process 

The numerical model and operation sequences of a 4-bed adsorption cycle for cooling and desalination cycle can be found 
elsewhere in details [5]. The energy balance of the adsorber bed in pressure equalization phase is written as, 
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4. Results and discussion 

 

 

 

 

 

 

 

  Fig. 1. Uptake 

profiles of 

adsorption 
desalination cycle.      Fig. 2. Pressure profiles of the adsorption desalination cycle. 
 

The temporal profiles of the uptake for the 4-bed adsorption cycle with pressure equalization scheme are shown in Fig. 1. The 

effect of the pressure equalization on the uptake by the adsorbent can be observed for both adsorber and the desorbers. The 

inscribed artworks in Fig. 1 show the change in the uptake as well as the reversed sorption processes due to longer mass recovery 

time. Figure 2 illustrates the pressure profiles of the adsorbers where the equalized pressure is slightly lower than the average 

pressure. 
 

5. Conclusions 
The theoretical development on the isosteric heat of adsorption is carried out based on the thermodynamic framework. The mass 

recovery model using pressure equalization scheme and employing the proposed isosteric heat of adsorption model has developed 

successfully and validated. The present model overcomes the shortcomings of the existing model addressing the physical nature of 

the pressure equalization process in adsorber beds. The quantitative efficacy of the mass recovery scheme depends on a number of 

physical parameters such as the nature and amount of the adsorbents, the dimensions and configuration of the connecting ducts 

and construction design of the adsorber beds. 
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Abstract 
Accurately assessing the risks of contaminants require more than an understanding of the effects of contaminants on individual 

organism, but requires further understanding of complex ecological interactions, elemental cycling, and the interactive effects of 

natural stressors, such as resource limitations, and contaminant stressors. There is an increasing evidence that organisms 

experience interactive effects of contaminant stressors and food conditions, such as resource stoichiometry and nutrient 

availability. We are developing and analyzing a series of empirically testable and robust mathematical models of populations 

dynamics subject to stoichiometric and contaminant stressors. In parallel to developing the models, we will integrate sufficient 

data from existing and new experiments to parameterize, test, and improve them. The synthesis of the models and experiments 

will result in the development of a robust theoretical framework appropriate for improved risk assessment applications in 

ecotoxicology that incorporate the effects of stoichiometric constraints on concurrent ecological and toxicological processes. In 

particularly, we will allow the toxicant in the medium to change over the time, as it will depend on population dynamics rather 

than be constant 

 

Model Formulation 

We start with the Stoichiometric toxicant-mediated predator-prey model developed by (Peace et al., 2016) 

 

Where x and y are the prey and predator population densities (mg C/L) respectively and u and v give toxicant body 
burden, or the concentrations of the toxicant in the prey and predator respectively. 

(Peace at al., 2016) consider the total toxicant(T) in the system as a constant, we will allow theenvironmental toxicant 
in the system to change over time, as it will give more insight about the population dynamics and risk assessment. We 
added one more differential equation to the previous system as follows 

𝑑𝑇

𝑑𝑡
= −𝑎 𝑇𝑥 − 𝑎 𝑇𝑦 + 𝜎 𝑢𝑥 + 𝜎 𝑣𝑦 + 𝑑 (𝑣)𝑣𝑦 + 𝑓(𝑥)𝑢𝑦 − min 𝛽 ,

𝑄

𝜃
max(0,1 − 𝛽 𝑣) 𝑓(𝑥)𝑣𝑦 

Parameter: We used the same parameter used by (Peace et al., 2016) where Daphnia (water flee) as the predator and 
Algae as the prey population 
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Discussion 

In our model we observe a deviation and shifting in the solution compared to that of previous work (Peace et al., 2016)  

 

For example, we see that under the low light level, in ahundred-day period the body burden of Daphnia is always less 
than the body burden predicted by (Peace et al., 2016)and decreases faster than the previous model. Under high light 
level, at the beginning of time the body burden of our model increases faster than the body burden of (Peace et al., 
2016) but eventually begins to decrease rapidly and crosses their model prediction. These differences in toxicant body 
burden predictions highlight the important role that the varying environmental toxicant load can play in 
ecotoxicological dynamics. By incorporating a dynamic toxicant load that depends on the population densities, we can 

gain more accurate insight into the bioaccumulation of toxicants and help improve risk assessment protocols.  

References 

[1] A. Peace, M.D. Poteat, H. Wang, Somatic growth dilution of a toxicant in a predator–prey model under stoichiometric 
constraints. Theor. Biol., 407 (2016), pp. 198-211, 10.1016 
[2] I. Loladze, Y. Kuang, J. Elser, Stoichiometry in producer–grazer systems: linking energy flow with element cycling, Bull. 
Math. Biol., 62 (2000), pp. 1137-1162 
  



1
6

 

P134: Maths Biology  

Local and Global stability analysis of a 
reaction-diffusion model 

 
Kamrun Nahar Keya∗ and Md. Kamrujjaman 

Department of Mathematics, University of Dhaka, 
Dhaka, Bangladesh 

 
 
 

Abstract 
We study a competition model describing two species which can compete or cooperate, and each of them chooses its 

dispersion strategy as the tendency to have a distribution proportional to a certain positive prescribed function. The 
present work is focused on the interplay of population interactions and diffusion strategies. When one of the diffusion 
strategies is proportional to the resource function, while the other is not, and the competition does not discriminate the 
former species, we prove the competitive exclusion of the latter one. The influence on the interaction type, distribution 
function and diffusion coefficients is explored. 

 
Keywords: Diffusion strategy; global stability; competition; coexistence 
 

1 Directed diffusion model 
We consider the following competition model with directed dynamics and homogeneous Neumann boundary conditions: 
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                             (1.1) 

The functions ( , )u t x  and ( , )v t x  represent the densities of the two competing species with corresponding diffusion rates 

1 0d   and 2 0d  . Here   is a bounded smooth domain in n with boundary . The distribution functions 

( ), ( )P x Q x  and the carrying capacity ( )K x  plays an important role in the prescribed model. 
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Abstract 
In this talk we shall discuss the monolithic Newton multigrid FEM approach for the simulation of general 
nonlinear incompressible flow problems with complex rheology. The governing equations arise from model 
problems with non-isothermal behavior, pressure and shear dependent viscosity in viscoelastic fluids. The 
well-known HWNP is overcome with LCR formulation wich guarantees the positive definiteness of the 
discrete conformation tensor. The coupling between the velocity gradient and the elastic stress, which leads 
to the restriction for the choice of FEM approximation spaces, and the hyperbolic nature of the problem are 
handled with edge-oriented stabilization. The nonlinearity is treated with Newton-type solver for nonregular 
problems taking into account the special properties of the partial operators which arise due to the 
differentiation of the corresponding nonlinear viscosity function. 
The resulting linearized system inside of the outer Newton solver is a typical nonsymmetric saddle point 
problem is solved using the geometrical multigrid with a Vanka-like smoother. Based on the existing 
software packages for the numerical simulation of complex fluid flows (FeatFlow), the new numerical 
methods and algorithmic tools have been used to deal with the challenging models, as for instance, granular 
material, particulate flow, or viscoelastic fluid models. 
We present some realistic examples of nonlinear fluids which are modeled by non-Newtonian models in 
complex geometry to illustrate some of these numerical techniques. 
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Abstract 
In this paper, interaction of thermal radiation over the surface of rotating axisymmetric round-nosed body is conducted in order to 
know its characteristics. The fluid density is assumed to vary exponentially with temperature in the analysis. The numerical 
solutions are obtained after converting the governing equations into a suitable coordinate system. All the numerical simulations 
are performed for the case of hemisphere which is rotating in an infinite motionless medium. The results are interpreted for the 
parameters which emerge from the temperature-dependent density, transverse curvature of the surface and thermal radiation. It is 
found that temperature dependent density parameter, 1significantly diminishes the rate of heat transfer at the surface of rotating 
hemisphere. It is also established that round nosed surface leads to separation of the fluid for negative values 
1. Introduction 
The flows occasioned by a axi-symmetric round nosed bodies has been the subject of a large number of investigations because of 
their frequent occupance in shape and optimization of the flying vehicles. For instance, the round-nosed shapes can be visualized 
on subsonic vehicles. For all the commercial aircrafts that fly at subsonic speed (i.e. less than the speed of the sound) usually have 
the ideal shape as rounded (parabolic) noses. The interesting effect of nose blunting has been found to be a drag reduction, for 
some levels of rounding radius, compared with the corresponding sharp nosed body flow. Moreover, rotating spheres and cones 
are also used as nose cones in aeroengine and spinning projectile applications. The non-similar boundary layer analysis is 
accepted to figure out the distribution of skin friction and heat transfer coefficients along the wall. Rotating round-nosed bodies 
have been initially exploited by Suwono [1] to report the effects of buoyancy forces on laminar boundary layer flow. In this paper, 
the author presented the series solution of the problem for the case of rotating hemispheres for Prandtl number (0:72 < Pr < 100). 
Based on the analysis of [1], the studies of boundary layer flow near rotating axi-symmetric round nosed bodies were presented by 
Hossain et al. [2]-[3].  
 The interaction of temperature-dependent density on natural convection flow of viscous fluid along an axi-symmetric 
round-nosed bodies is not considered so far in the literature. Due to the less emphasis given to blunt bodies, present study is 
conducted in which natural convection flow is modeled along an axi-symmetric round-nosed body. The density of the fluid is 
assumed to be the function of temperature as proposed by Kakac and Yenar [10]. Further, our study is conducted in the presence 
of thermal radiation effects which has been extensively studied under numerous situations,. The governing boundary equations are 
reduced to convenient form by the introduction of primitive variable formulation and then the resulting system of parabolic partial 
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differential equations is solved numerically by implicit finite difference method. Due to the variable density, the usual Boussinesq 
approximation becomes the limiting case of the present study.  
 
2. Mathematical Analysis 
The governing boundary-layer equations for temperature dependent density are: 
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The boundary conditions are 

       ,0 ,0 0,  , 0 ,0 1U X V X W X X     and       , , , 0U X W X X                             (5) 

  For the case of hemisphere: 
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3. Methods of solution 
The detailed numerical solution for the coupled system of non-linear differential Eqs. (1)-(5) subject to the boundary condition 
(19) ) is obtained through implicit finite difference method, since the computational grids can fitted to the body 
shape in (X, Y) coordinates. The system of equations is discretized by 
exploiting the central difference quotients for diffusion terms and the forward 
difference for the convection terms. The computational process is started at X = 
0:0 and at every X station, the computations are iterated until the difference of 
the results, of two successive iterations become less or equal to 10−6. In order 
to get accurate results, we have compared the results at different grid size in Y 
direction and reached at the conclusion to choose ΔY = 0:064. The maximum 
value of Y is taken to be 90:0.  
3. Methods of solution 
The detailed numerical solution for the coupled system of non-linear partial 
differential Eqs. (1)-(5) subject to the boundary condition (19) is obtained is 
obtained through implicit finite difference method, since the computational   

 
Fig. 1 Geometry of the problem 

grids can be fitted to the body shape in (X, Y) coordinates. The system of equations is discretized by exploiting the central 
difference quotients for diffusion terms and the forward difference for the convection terms. The computational process is started 
at X = 0:0 and at every X station, the computations are iterated until the difference of the results, of two successive iterations 
become less or equal to 10−6. In order to get accurate results, we have compared the results at different grid size in Y direction and 
reached at the conclusion to choose ΔY = 0:064. The maximum value of Y is taken to be 90:0. A detail description of 
discretization procedure and numerical scheme is presented in [9]. 
3. Results and discussion 
In many technological and engineering applications, local skin friction coefficient and local rate of heat transfer coefficient are of 
the main interest. These dimensionless quantities can be expressed mathematically as:  
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Considerable increment is measured in skin friction coefficient due to the increase in the values of λ (as shown in Fig. 3). 
Here, λ  is the temperature dependent density parameter which varies between 0 and 1. For instance, expansion coefficient of air at 
40◦C is 3.20 x 10−3 and thus physically λ should be taken between 0 and 1. It should be noted that  corresponds the case for 
small difference between the surface and fluid temperature (Tw-T  0), indicating that buoyancy approximation becomes valid. 
However, for high temperature difference variable density is considered which depicts considerable variation in the numerical 
values of surface drag and rate of heat transfer. When fluid moves along the blunt body, two effects are possible. In Fig. 3 the 
momentum of the radiating fluid is higher than the free-stream flow which ultimately increases the drag coefficient. On the other 
hand, it is observed that heat transfer rate is low across the face of the body for high λ which indicates that λ acts as a retarding 
force for Q. 
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 Fig. 3 (a) τx and (b) Q for λ = 0.0, 0.5, 1.0 while Rd = 1.0, Pr = 0.72, θw = 2.1 and ξ = 0.5. 
 
Conclusions 
In this paper, the influence of laminar temperature-dependent density of the radiating fluid is numerically discussed over rotating 
axi-symmetric round-nosed body. As an example, the solutions are presented for the case of rotating hemisphere. From this 
analysis, it is seen that the effects of the physical parameters are more significant for the flows past along the rotating bodies than 
for the flows over submerged bodies. It is also observed by variation of several parameters that bluntness of the surface 
significantly alter the drag coefficient and rate of heat transfer. 
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